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1 Overview 

This document provides a detailed, step-by-step manual for deploying this research project. 

Because this research utilises 3 different operating systems for each tier in the design (Visual 

Tier, Analytics Tier and Data Persistent Tier), this manual provides procedures for each, 

starting with the Analytics Tier. Note: To replicate the results, only the Analytics Tier 

needs to be configured. 

 

2 Analytics Tier Configuration: 

This is local desktop machine where the vast majority of analytics was developed: 

• Feature selection 

• Grid Search 

• Batch Machine Learning  

• Online Machine Learning  

2.1 Hardware: 

The following hardware is configured by default on current laptop (Analytics Tier). These are 

therefore not prerequisites: 

• Laptop/Desktop Computer: HP Pavilion Power Laptop 15-cb0xx 

• CPU/Processor: Intel(R) Core(TM) i5-7300HQ CPU @ 2.50GHz, 2496 Mhz, 4 

Core(s), 4 Logical Processor(s) 

• RAM: 16GB 

• Graphics Card: Nividia GEFORCE GTX 

2.2 Software: 

Similarly, the following software is configured on current laptop (Analytics Tier). While the 

following are not prerequisites, it will make life easier for replicating results. 

• Operating system: Microsoft Windows 10 Home 

• Interactive Development Environment (IDE): Pycharm Community Edition 2019.2.3 

o Note: Any other IDE will work fine too, but this document is PyCharm 

centric. 

• Anaconda Python 3 Distribution:  

o Version: 4.10.1  
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2.3 Open code in PyCharm/IDE: 

• Open Windows Explorer, and navigate to PyCharm folder (if using another IDE, go to 

wherever the desired/default location is) 

• Unzip the source code into the folder, until you can see the project root folder (crypto) 

directly under PyCharmProjects like so: 

 

   

• Open the PyCharm IDE, and then open the ‘crypto’ project: 

 

• Now, you will see the folder structure on the LHS of the screen. Next, we need to 

install packages in the following section using conda. 

• Note: All code is also version controlled using a Github private repository. Please 

reach out if access to this is needed.  

2.4 Create conda environment: 

Once Anaconda is installed, a conda environment can now be created using the ‘env.yml’ file 

provided in the source code repository (crypto\env.yml). This will install all required 

packages for the Analytics Tier, and will avoid having to manually install packages 

individually (Anaconda, 2021):  

• Launch Anaconda Prompt as follows 

• Open ‘Anaconda Prompt’ from the Start Menu. A terminal will pop up.  
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• Depending on your folder structure, run the following terminal command by 

providing the path to env.yml as follows: 

 

conda env create -f .\path\to\env.yml  

 

• If using PyCharm it should look something like this: 

 

conda env create -f .\PycharmProjects\crypto\Scripts\env.yml  

 

• The packages will begin installing as follows: 

 
 

• Once complete (few minutes), run the following command to activate the conda 

environment: 

  conda activate crypto3 

 

• crypto3 is the name of the conda environment (as per the env.yml file), which now 

needs to be applied as the interpreter in PyCharm as follows.  

2.5 Set PyCharm project interpreter: 

• In Pycharm, go to File > Settings > Project Interpreter 

• Show all interpreters (drop-down): 
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• If crypto3 is not present as shown above, click the + sign to the RHS as follows. This 

will allow the interpreted to be added PyCharm. Find the required environment from 

the drop down, and apply this by clicking ‘Okay’.  

 

 
 

• Now, all packages will be available within PyCharm, and we can now deploy the 

analytics.  

 

 

3 Analytics Tier Deployment: 

3.1 Please note: 

• The code is ran from the PyCharm Console 

• Because of this, the working directory automatically defaults to the root project 

folder of ‘crypto’.  

• Working directory being set to ‘crypto’ is a prerequisite for running the code. In 

my case, the working directory is:  

o C:\Users\btier\PycharmProjects\crypto 

o Check your working directory is ‘crypto’: 
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3.2 Update config.py file with output location: 

To make the results easier to reproduce, a config python script is defined in the below 

location. Please update this with a local output folder location (just the folder, not a file 

name) for writing results to. This is needed to upload files to S3: 

• crypto\Scripts\Config\config.py 

• Note that there is a double ‘\\’ at the end. Please ensure this is applied.  
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3.3 Feature Selection: 

Feature selection is run for all 3 alt-coin as follows: 

• crypto\Scripts\FeatureSelection\prod_feature_selection.py 

 

• As you can see at the end, the selected features are sent to AWS S3, and are then 

queried back during the following analyses. Please see below AWS S3 screenshot: 
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3.4 Batch Grid Search: 

As discussed in the technical report, grid search is used to find the final parameters which are 

to be used. Grid search scripts are located in the following location for each batch model 

(runs for all 3 alt-coins): 

• crypto\Scripts\Prediction\Batch\Classification\Production: 

o classf_grid_search_decision_tree.py 

o classf_grid_search_log_reg.py 

o classf_grid_search_random_for.py 
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• For each script, once they have completed (can take significant time, 10+ hours in the 

case of classf_grid_search_log_reg.py), the results will be loaded into the AWS S3 

buckets, which are then visualised through the Visual Tier. Below is a snippet of the 

code running, with time series splitting and print outs: 
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• Results output to S3: 
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3.5 Batch Machine Learning: 

For each alt-coin, 1 batch machine learning script is developed for all 3 models under the 

following files. Within each file, a batch decision tree, logistic regression and random forest 

was developed.  

• crypto\Scripts\Prediction\Batch\Classification\Production: 

o \BNB\bnb_batch_pipeline.py 

o \DOGE\ doge_batch_pipeline.py 

o \ETH\eth_batch_pipeline.py 

• As each of these scripts run, some results are printed out as follows, while the final 

results are also sent to AWS S3. Final results also feed into the Visual Tier from 

AWS S3.  
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3.6 Online Machine Learning: 

Likewise, a script for running online learning models is developed for each alt-coin under the 

following paths, and as shown in following screenshot: 

• crypto\Scripts\Prediction\Online\Classification\Production: 

o \BNB\bnb_online_pipeline.py 

o \DOGE\ doge_online_pipeline.py 

o \ETH\eth_online_pipeline.py 
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• As can be seen in above example of BinanceCoin, the online learning is running and 

predicting at each time step (1-minute) and printing to console. Once it is done, the 

results export to AWS S3: 
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4 Visual Tier Configuration: 

As discussed in the technical report, this is hosted on an Amazon EC2 cloud instance.  Please 

note the following: 

• To access the Visual Tier dashboard, you only need to open the following URL link 

to see the results (this is now kept running until grading is complete): 

 

http://ec2-3-236-15-25.compute-1.amazonaws.com:3838/crypto/ 

 

• The source code is in the below R script, and looks as follows: 

crypto/Scripts/Results/Shiny/crypto/app.r 

 

http://ec2-3-236-15-25.compute-1.amazonaws.com:3838/crypto/
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• To access the RStudio login, go to below link (password is needed, please reach out 

for details): 

 

http://ec2-3-236-15-25.compute-1.amazonaws.com:8787/ 

 

• However, for completeness, this section will also outline the required steps taken to 

set up an AWS EC2 instance, and also to install R and RStudio.  

• Note: if required and/or easier, please reach out for gaining user access to the 

exact EC2 instances used in this project, and to avoid setting everything up from 

scratch. These currently need my AWS credentials to get the SSH address and 

keys.  
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4.1 Setting up and SSH into an AWS EC2 instance: 

• Log into AWS management Console (or sign up first) 

 

 

 

• Click into EC2, and click Launch Instance 

• Choose AMI: Ubuntu Server 20.04 LTS (HVM), SSD Volume Type 

• Instance type: t.2 large 

• Next: Configure Instance (skip) 

• Add storage: 16GB of Elastic Block Storage (EBS). 

• Configure Security Group: 

o Create and apply new security group as follows: 

o Apply 3838 port to be available to all IP addresses (this allows anyone to open 

the Visual Tier dashboard) 

o I suggest allows custom IP addresses (ie. only your own) for other ports (ie 

RStudio, SSH, etc) as shown above. 

• Review and launch 

• Create new or use existing key pair: 
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o Ensure you save the path as we need this to SSH into EC2 

 

• Now, we need to SSH into the server. 

• Navigate to EC2 instance console to get the IP address 

 

 

• By clicking into the instance ID of the visual tier, we can now see the following, and 

can copy the IP address which has just been generated: 
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• With the IP address and the key pair saved, we can now SSH into the EC2 instance 

using a command as below: 

ssh -i .\Scripts\Keys\tbarry_msc_key.pem ubuntu@ec2-3-236-15-25.compute-

1.amazonaws.com 

• Click yes when prompted, and you will be logged in as follows: 

 

 

4.2 Installing R and RStudio onto Ubuntu AWS EC2 

Following this very useful guide, R and RStudio can be installed (Zwitch, 2013). A few slight 

adjustments are made to ensure latest versions are available (crypto\Docs\rserver_install.txt): 
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# notes for R studio install 

# source: https://www.r-bloggers.com/2013/04/instructions-for-installing-using-r-

on-amazon-ec2/ 

 

sudo useradd rstudio 

sudo mkdir /home/rstudio 

sudo passwd rstudio 

sudo chmod -R 0777 /home/rstudio 

 

#Update all files from the default state 

sudo apt-get update 

sudo apt-get upgrade 

 

#Add CRAN mirror to custom sources.list file using vi 

sudo vi /etc/apt/sources.list.d/sources.list 

 

#Add following line (or your favorite CRAN mirror) 

deb http://lib.stat.cmu.edu/R/CRAN/bin/linux/ubuntu precise/ 

 

#Update files to use CRAN mirror 

#Don't worry about error message 

sudo apt-get update 

 

#Install latest version of R 

#Install without verification 

sudo apt-get install r-base 

 

#Install in order to use RCurl & XML 

sudo apt-get install libcurl4-openssl-dev 

sudo apt-get install libxml2-dev 

 

#Install a few background files 

sudo apt-get install gdebi-core 

sudo apt-get install libapparmor1 

 

#Change to a writeable directory 

#Download & Install RStudio Server 

cd /tmp 

 

wget https://download2.rstudio.org/server/bionic/amd64/rstudio-server-1.4.1106-

amd64.deb 

sudo gdebi rstudio-server-1.4.1106-amd64.deb 

 

# run in terminal for packages 

# https://stackoverflow.com/questions/55855898/installing-aws-s3-r-package 

sudo apt-get install -y build-essential libssl-dev libxml2-dev libcurl4-openssl-

dev 
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# restart shiny service 

sudo systemctl restart shiny-server 

• Once RStudio is installed, we can log into RStudio through a web browser 

using the IP address, followed by the RStudio port of 8787.  

http://ec2-3-236-15-25.compute-1.amazonaws.com:8787/ 

 

4.3 Get code onto server (clone from Github) 

• Code was managed through Github in a private repo. Please request access to 

repository if needed to clone the code into the Visual Tier. 

• Once logged into RStudio, you can use the terminal plugin on the bottom left to run 

linux commands.  

• Create an Analytics folder:  

cd ~ 

mkdir Analytics 

 

• Clone Github repository (access needs to be granted) 

 

http://ec2-3-236-15-25.compute-1.amazonaws.com:8787/
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4.4 Installing and Configuring Shiny service 

The Shiny service needs to be configured to enable Shiny apps to be published to the web. 

This is done by configuring the following file as follows:  

• /etc/shiny-server/shiny-server.conf 

• Change the default settings to the ones provided below (run as, site dir).  

# Instruct Shiny Server to run applications as the user "shiny" 

run_as :HOME_USER: rstudio; 

 

# Define a server that listens on port 3838 

server { 

  listen 3838; 

   

  # Define a location at the base URL 

  location / { 

     

    # Host the directory of Shiny Apps stored in this directory 

    #site_dir /srv/shiny-server; 

    site_dir /home/rstudio/Analytics/crypto/Scripts/Results/Shiny; 

     

    # Log all Shiny output to files in this directory 

    log_dir /var/log/shiny-server; 

     

    # When a user visits the base URL rather than a particular application, 

    # an index of the applications available in this directory will be shown. 

    directory_index on; 

  } 

} 

• Save and ensure it is correct in server: 
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4.5 Install R Packages: 

Once logged into an R session, the following packages must be installed first in the R 

console: 

install.packages('curl') 

install.packages('httr') 

install.packages('xml2') 

Then, the following packages are needed to be installed (using the above command in R) 

launch the web-app: 

install.packages("aws.s3") 

install.packages("shiny") # install shiny R package now 

install.packages("zoo") 

install.packages("shinydashboard") 

install.packages("dashboardthemes") 

install.packages("tidyverse") 

library("utils") # should be installed already – can skip this 

install.packages("plotly") 

install.packages("DT") 

install.packages("corrplot") 

install.packages("ggcorrplot") 

install.packages("grDevices") 
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library("stats") # should be installed already – can skip this 

4.6 Launch Visual Tier Dashboard (Shiny App): 

• First, from the command line, restart the Shiny Service: 

 

sudo systemctl restart shiny-server 

 

• Now, we can navigate to the Web App from a browser by changing the port to 3838 

as follows: 

http://ec2-3-238-179-27.compute-1.amazonaws.com:3838/ 

 

• Now, we can click on ‘crypto’ to open the app and complete the URL link: 

http://ec2-3-238-179-27.compute-1.amazonaws.com:3838/crypto/ 

http://ec2-3-238-179-27.compute-1.amazonaws.com:3838/crypto/
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5 Data Persistent Tier Configuration: 

Likewise, this is also hosted on an Amazon EC2 cloud instance, and combines a number of 

AWS Services as discussed here. Similar to the Visual Tier, please reach out if access 

credentials are required for logging into the exact instance, or AWS account (due to the large 

number of steps, etc). The following AWS Services need to be configured (useful Youtube 

video here: (TotalCloud, 2020)): 

• AWS EC2 

• AWS CloudFormation 

• AWS Dynamo DB 

• Apply Tag to AWS EC2 instance 

5.1 Create a new EC2 Ubuntu Instance: 

• Follow same steps as 4.1. 

• Log into the EC2 instance  

 

 
 

5.2 Create CloudFormation template: 

• Create Stack 

• Using the below S3 URL, load the instance scheduler template: 

 

https://s3.amazonaws.com/solutions-reference/aws-instance-scheduler/latest/instance-

scheduler.template 
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• Apply a stack name, RServerScheduler is used in this case 

• The following parameters are applied when setting up: 
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• Once Stack is created, open the following config table: 

 

 
 

 

5.3 Create Schedule in Dynamo DB: 

• Open the following page: 
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• Here, we need to create the above files (use/edit example templates provided): 

o Period: 

 
 

o Schedule: 
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5.4 Apply Instance Scheduling tag to EC2 instance: 
 

• Go to EC2 dashboard and open the EC2 tags as follows: 

 
 

• Apply the Key/Value of the scheduler which was created in previous steps: 
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• This is now scheduled to launch at the defined times.  

• More information on Aws instance scheduling can be found here (Amazon, 2020) 

 

5.5 Cron-Job configuration: 
 

• Similar to the Visual tier, the code is managed using Github to replicate the code. 

• Once the code is available in the Data Persistent Tier under the Analytics directory, 

we then schedule a shell script to run using cron. 
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• Cron job config: 

 
 

• As seen above, there is 1 shell script which runs at 18:50 system time. 

• Therefore, once the instance is launched automatically using AWS instnace 

scheduling, 5 minutes later the above cron job kicks off and collects and loads latest 

data to S3.  

• The shell script is as follows, and is provided in the code: 
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• This runs every day, ensuring a live, voluminous dataset. 

• More information on using the linux Cron service found here (Mehra, 2017) 
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