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1 Introduction

This configuration manual outlines the different software and hardware specifications
and versions used in the research work ”Comparative examination of deep learning and
machine learning approaches in predicting radiation pneumonitis,” as well as the processes
for applying them. Future medical researchers would be able to easily reproduce this
research for additional analysis and extension thanks to this work effort.
The following sections comprise this manual: The specifics of the environment setup are
detailed in Section 2. The libraries needed to complete this project are discussed in
Section 3. Section 4 contains all of the dataset’s information. Section 5 describes how
the models are implemented and provides details on the code repository and Section 6
evaluation of the performance of the models.

1.1 Project Overview

The goal of this research is to compare deep learning and machine learning techniques
for predicting radiation pneumonitis in computed tomography images of Non-Small Cell
Lung Cancer (NSCLC) patients.

2 System Specifications

The following are the requirements: The software and hardware setups and to train the
model for such a big image data, a large GPU (Graphics Processing Unit) size is required.

2.1 Hardware Requirements

• Operating System: Windows 10 Home

• Processor: AMD Ryzen 7 4700U with Radeon Graphics 2.00 GHz

• Installed RAM: 8GB

• System Type: 64-bit operating system, x64-based processor

• Graphical Processing Unit (GPU) : Nvidia Tesla V100 -SXM2 16GB (Colab
Pro)
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Figure 1: CUDA Version

2.2 Software Requirements

• Programming Language : Python version 3.6.9

• Integrated Development Environment (IDE): Google Colaboratory

2.3 Google Colaboratory Environment Setup

The project was developed entirely in Python and deployed on Google Colab. Google
has already built up the environment in which the codes can be executed.

Figure 2: Colab Environment

3 Python Libraries Required

In Figure 3, all of the python libraries that were necessary to execute this research project
are listed, along with the codes that is used to import. Installation of python libraries
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not required in Google Colab.

Figure 3: Python Libraries

4 Data Selection

The 4D-Lung Image dataset used for this research project was published by Hugo et al.
(2016) on The Cancer Imaging Archive (TCIA) website. The dataset consists of 347,330
images from 20 NSCLC cohort subjects CT scans. The data consist of Computed Tomo-
graphy (CT) scans images of chemoradiotherapy.

Figure 4: The Cancer Imaging Archive
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4.1 Loading of Dataset

Figure 5: Mount Drive

The files are accessible since Google Drive is mounted1 as shown in Figure 5.

Figure 6: Drive Folder

The folder directory is set to the location where the dataset is stored so that files may
be retrieved from there.

4.2 Exploratory Data Analysis

Figure 7: Data Wrangling and Visuals

This is done to get more information about the data.

1https://drive.google.com/drive/my-drive
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5 Data Pre-processing: Deep Learning

Figure 8: Data Pre-processing Deep Learning

In this section the hyperparamters are set to run deep learning models.

Figure 9: Image Augmentation

Horizontal flip, vertical flip, height shift range, width shift range, rescale, shear range,
and data was separated into train generator and validation generator are all utilized in
the code above.

5.1 Data Preprocessing: Machine Learning

As illustrated from Figure 10 below, the data is transformed from a 4D image to 2D
image, thereafter pricncipal component analysis is applied as feature extraction.
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Figure 10: Data Preprocessing(SVM)

6 Implementation of Models

VGG16, CapsuleNet, and SVM were the three models utilized.

6.1 VGG16

The code for VGG16 pre-trained on the ImageNet dataset is shown in Figure 11. Adam
is the optimizer that was utilized. reLU and softmax are the activation functions utilized.
Because there are only two classes in the dataset, the loss function is binary crossentropy.
VGG16.ipynb is the file to execute; it was written in Google Colab and performed using
GPU.

Figure 11: Building VGG16 model
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Figure 12: Summary of VGG16 model

Figure 13: Training of VGG16 model

6.2 CapsuleNet

The code for CapsuleNet built from scratch is shown in Figure 13. Adam is the optimizer
that was utilized. reLU and softmax are the activation functions utilized. Because there
are only two classes in the dataset, the loss function is binary crossentropy. CapsNet.ipynb
is the file to execute; it was written in Google Colab and performed using GPU.

Figure 14: Building of CapsNet Model
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Figure 15: Summary of CapsNet Model

Figure 16: Training of CapsNet Model

6.3 SVM

SVM.ipynb is the file to run. The model is built using the Figure17 below. The svm.SVC
() function from the sklearn package was used to run the SVM classifcation model. The
clf.predict() function was used in predicting RP in NSCLC from the classifier.
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Figure 17: Svm Model

7 Comapartive Analysis of Model

Figure 18: K-fold model comparison

The above Figure 18 shows the barplot of models 5 fold cross validation scores per-
formance.
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