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ABSTRACT 

Due to the introduction of the devices for networking with the fast internet development in earlier 

years, the safety of the networks has developed to be important in this contemporary age. (NIDS) 

Network Intrusion Detection Systems are used in identifying unapproved, unacquainted and traffic that 

is suspicious through networks. This project pursues the combination of the two commonly known 

network intrusion detection types that are, misuse detection and anomaly detection through the design 

of a hybrid model that classifies a network traffic first either as benign or intrusive. When the traffic is 

established as intrusive, the model additionally detects the intrusive traffic category travelling 

throughout the network. Furthermore, the research proposes deep learning and machine learning 

algorithm usage in determining the quickest and utmost precise algorithm for network intrusions 

detection. 

Keywords—machine learning, Anomaly detection, NIDS, deep learning, misuse detection 

 

I. INTRODUCTION 

Network intrusion is defined as an act performed to violate the Availability, Integrity and 

Confidentiality of the info transferred through the network. It’s additionally defined as an action done 

to avoid a device’s or network’s safety methods. The action of evaluating and observing the network 

actions for such infringements is termed as intrusion detections [1]. The system for (IDS) Intrusion 

detection is whichever setup used in detecting unauthorised or new entry into the system. Nevertheless, 

IDS may be only used in identifying the abnormalities as they are being performed or when execution 

have been performed. Networking administrators first implements the intrusion detections thru the 

monitoring of users network data usage thru a terminal [2]. Instances of such disturbances were 

characterized through a person who was expected to be on holiday logged into the local network or a 

regularly used network printer showing high usage. Though it was demonstrating being efficient then, 

this earlier intrusion detection method was habitually tiresome and unscalable recurring. The increasing 

usage of the internet throughout the past years contributed more to the increasing cyberthreats numbers 

throughout the world. In 2011, CISCO stated that there were above ten billion  linked devices over the 

internet and the number was seen to rise by nearly 5% by the subsequent decade [3]. This places into 

view the extent of devices exposed to attacks by invaders. These invaders may be in 2 methods, as 

acknowledged by [4], namely outer intruders and in-house. 

• In-house intruders imply persons having lawful authorizations of connecting a network but 

rudely abuses the privileges, typically for their greedy gains. This is normally tougher to find 

since the entities have authorised right already to join the network and get entry to specific data. 
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These invaders are mainly recognized both when releasing sensitive data or when accessing 

certain data, which is separate from their authority. 

• Outer intruders are people who do not have authorized approval being on a certain network, but 

enter the network, frequently through the distribution of phishing mails to folks inside the 

network, thus exploits weaknesses in the network or through password protected systems 

hacking by means of brute force. 

This study is organised into the following sections: The Literature Review discusses in-depth 

mechanisms of an intrusion detection system, the of intrusion detection methods of systems, and 

functions, strengths and drawbacks of deep learning and machine learning algorithms within network 

intrusion detection, the research question which is how can machine learning and deep learning 

algorithms be used in intrusion detection systems? Other subsections are the research Methods which 

details the methodology used to complete the project, the design specification, evaluation, discussion, 

and conclusion.  

The purpose of this analysis is answering the research’s problem: How can deep learning and 

machine learning algorithms be used to identify network’s intrusion attacks? 

The following objectives will also be explored: 

• Using machine learning algorithms as a network intrusion detection system 

• Create a network IDS using deep learning algorithms 

• To compare the results of the deep learning algorithms with the machine learning algorithm 

depending on the accuracy scores recorded for each.  

 

II. LITERATURE REVIEW 

Safety of the network is topmost on the list of most company's safety methods. It comprises the 

procedures used in securing network’s set-ups for physical and cyber-attacks. The farther the businesses 

and organisations are moving their services online, the more they are visible to superior threats of 

attacks executed by hackers. These attacks frequently target paralyzing the business's functioning 

infrastructures, holding properties to ransom or absolute extortion. Consequently, businesses are at 

threat of possibly missing their revenues due to the attacks [5]. Some instances of the extortions are 

stated below [6]: 

1. (DoS) Denial of Service  

Form of an attack in which the attackers make a networking device or services unavailable to its 

anticipated users that is normally done thru network flooding using extreme and pointless requests 

[7]. 
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2. Man-in-the-Middle 

Kind of an attack in which the attackers secretly communicate then, in certain situations, adjusts 

the data moving amongst 2 personalities or devices who may believe they are directly interacting 

with each other. This attack method may be particularly dangerous if the involved people are 

sharing secret data [6]. 

3. Malware 

The kind of attacks, which comprises installation of (malware) on an intended machine to access 

and recover personal/valued info kept on the device and in some instances, damaging the info or 

the whole devices. Malware is constantly transferred to commit damaging intent, regularly for some 

financial compensation [6]. 

4. Port Scan Attack 

The category of attacks is aimed at getting data of the category of a device within the network. It 

works thru various ports scanning in a network then returns the conditions of the ports. On 

discovering an open port, invaders may then obtain data like the running port services, operators 

who opened the services, services that need or do not require confirmation, etc. 

5. Botnet 

The form of attack caused by the malware, which makes network devices to be manipulated by the 

invader exclusive of the awareness of the device user. The invaders thus take control of these robots 

(Bots) and make it corrupt or interrupt services on other devices on a network. 

A. INTRUSION DETECTION SYSTEM 

Used in detecting safety breaks in form of invasions in a network. IDSs works by observing the 

network activities in an attempt to spot glitches in network activity. It is performed using the theory, in 

which the characters that separate traffic that is malicious varies to the genuine traffic. IDSs began from 

the mid 1980s [8]. Networks executives originally instigated intrusion detection through scrutinizing 

the clients’ network data usage thru a terminal [2]. Although this method was successful at that period, 

it was additionally established to be tiresome, repetitive and unscalable.  

There are distinctive sets used in IDSes; however [9] detailed 2 classifications of IDS and [10] 

described 3 classifications of IDSes, the tow findings, as with other findings similar to [11] and [12] 

shared 2 classifications of IDS, which are misuse detection (signature/ knowledge-based detection) and 

anomaly detection. 

i. ANOMALY DETECTION 

Usually identified as a shift from standard or normal behaviour. It applies to network traffic; 

Anomaly detection commonly works by detaining the usual traffic and operation benchmark, which 

takes place on the network. They then compute the existing network traffic situation alongside this 

benchmark so as  it identifies characters that are not in the normal traffic. Such methods will execute 
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fine while trying to identify new risks, which have been deliberately designed to avoid discovery by 

IDSes [13]. 

ii. MISUSE DETECTION 

The signature-based or misuse detection use the signatures or conduct of formerly renowned 

vulnerabilities or attacks in the system in determining invasions. It is additionally denoted as 

knowledge-based detection since the system holds the information of some of previously detected 

threats and associates the signature of incoming traffic with the existing one in the knowledge base [14]. 

Although authors maintained that the massive relationships in the 2 detection modes, anomaly-

based detection technique is regularly extra correct in discovering latest threats that can be overlooked 

thru the misuse-based detection technique. 

Subsequently, the proposed research purposes to creating a model, which joins both detection 

techniques through identification of a reference of normal traffic then collating a record of identified 

attacks. This model will be trained to discriminate amongst intrusive traffic and normal traffic, whereas 

having the ability to detect the intrusion types detected within the network. 

 

B. CLASSIFICATION ALGORITHMS FOR INTRUSION DETECTION 

i. Decision tree 

Decision Tree (DT) is one of the most essential supervised machine learning algorithms used in the 

classification and regression of specific data sets by using a series of rules. It is an algorithm that groups 

data using a chain of rules. As the name suggests, the model has a tree-like structure making it is easy 

to interpret. The DR algorithm is able to omit redundant and unrelated features automatically.  The 

learning process in DT comprises tree pruning, tree generation and feature selection [1]. The algorithm 

can select the most apt features separately and creates child nodes from the root node during its training 

[30]. The decision tree is an essential classifier.  Extreme gradient boosting (XGBoost) and random 

forest are some of the superior algorithms that comprise manifold decision trees. 

ii. K-Nearest neighbour (KNN) 

The KNN algorithm works based on multiple hypothesis. In case sample’s neighbors are of the 

same class, the sample is probable to belong to the class. For that reason, the result of classification is 

merely linked with top-k nearest neighbors. The performance of KNN model is vastly affected by the 

parameter k [29]. The model becomes more complex when k is smaller thus the greater the risk of over 

fitting. In contrast, the larger the k, the simpler the model and the weaker the fitting capability. 

iii. Support vector machine (SVM) 

Support vector machine (SVM) is a monitored machine learning algorithm that uses the notion of 

a hyperplane with the largest separation field in a multi-dimensional feature space. SVMs are designed 

to get a maximum margin separation hyper plane found in the n-dimension feature space [29]. The 
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results that SMVs achieve is satisfying even in a small-scale training session because a small number 

of support vectors determine separation hyperplane. SVMs, nevertheless are so responsive to noise near 

the hyperplane [31].  Additionally, SVMs are capable of resolving linear problems thus making them 

reliable.  

Artificial Neural Network (ANN) 

Similar to DT and KNN, ANN is a monitored machine learning algorithm, which is based on the 

functions of the human brain nervous system. ANN is designed in a way that it is able to imitate how 

the human brain works. It has layers such as output layer, many hidden layers and input layer. All the 

units in the nearby layers are completely connected. A single ANN comprises a massive number of 

units which can hypothetically estimate random functions therefore, it has robust fitting capability, 

specifically for functions which are nonlinear [29] Training ANN consumes a lot of time due to its 

intricate model structure. As a result, back propagation algorithm is used to train ANN  

Logistic regression  

Logistic regression (LR) is a robust and complete supervised classification technique. This is a linear 

model algorithm. It is an algorithm that calculates the possibility of various classes through a parametric 

logistic distribution as computed in the formula below [32]. 

 

P(Y = 

kjx) = 

e
wk  x 

 1 + åk
K  1 ewk  x 

 

Here, k =1, 2… k-1. X as a sample is grouped in maximum probability class. It is very simple to 

construct LR model, and model training is effective. 

Random forest  

Random Forest (RF) is an ensemble classifier composed of a set of DTs, just like a forest is a 

collection of trees. DTs that are too deep usually contribute to over-fitting of the training data, which 

results in a large dispersion of the classification results, and small changes in the input data [33]. The 

DTs appear quite sensitive to their training data, making them prone to errors in the test data set. Distinct 

DTs of a Random Forest are trained using the data set components. The input vector of the sample must 

be transmitted with each DT in the forest to classify a novel sample [32]. Resultantly, each DT considers 
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varied parts of this input vector and outputs a ranking result. Figure 1 shows the Random Forest 

algorithm.   

Fig. 1: Random Forest Algorithm Illustration  

iv. Naïve Bayes (NB) 

Naive Bayes (NB) refers to a categorization method grounded on Bayes' paradigm. The theorem 

defines the likelihood of an event on the basis of previous knowledge of the conditions associated with 

the event [32]. The classifier presumes that a certain characteristic of one class is not directly linked to 

another feature. Figure 2 illustrates how the NB technique operates. 

 

Fig. 2: Depiction of Operation of NB Method. The ‘white’ circle represents the novel sample 

instance that requires classification as either to ‘red’ or ‘green’ category.   

a) Unsupervised machine learning algorithm 

i. K-mean clustering  

The clustering is the process of dividing data into meaningful groups by placing highly similar 

information within the same category. K-mean clustering is a major machine learning algorithms based 

on iterative centroids, which can learn unsupervised. K indicates the number of focal points in the data 

set [29]. To assign certain data points to a group, a distance is usually computed. 

C. DEEP LEARNING ALGORITHMS  

D. SUPERVISED DEEP LEARNING ALGORITHMS  
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RECURRENT NEURAL NETWORKS (RNN)  

RNN expands the capability of traditional feed-forward neural networks to model sequence data. 

The approach is composed of input, hidden and output blocks. Hidden blocks are regarded as storage 

elements [29]. For decision-making, each RNN block is based on its current input and the output of the 

preceding input.  

DEEP NEURAL NETWORK (DNN) 

DNN is a fundamental deep learning structure, which can be utilized to train models on multiple 

levels. The method consists of input and output layer, as well as diverse hidden layers [34]. DNN is 

applied in modelling complex nonlinear functions. More hidden layers increase the abstraction degree 

of the model and improve its capacity. 

CONVOLUTIONAL NEURAL NETWORK (CNN) 

Convolutional neural network (CNN) is a deep learning structure that is most appropriate for data 

stored in arrays. CNN is composed of an input layer, a set of convolutions and grouping surfaces for 

feature extraction, and a fully linked layer and a softmax classifier in the classification level [29]. The 

method is widely used in computer vision. In terms of IDS, CNN is utilized to extract monitored features 

and for classification. 

FEED FORWARD NEURAL NETWORK (FFNN) 

FFNN is applied in modelling macroscopic material behaviour utilizing strains (input) and stress 

(output). A key merit of the model is that the training data needed by the neural network can be obtained 

directly from the experimental data [35]. In FFNN, the quantity inputs and outputs is specified, and the 

knowledge of historical variables is ignored. Based on the complexity of the training data, the FFNN 

architecture should be determined. 

E. PAST STUDIES 

Diverse research directions on intrusion detection systems using deep learning and machine 

learning techniques exist. [38] proposed an IDS based on RNN in the context of binary and multi-class 

categorization of the NSLKDD dataset. The model was experimented with distinct numbers of 

concealed nodes and learning frequencies. The findings showed that varied learning rates and the 

number of hidden nodes affected the model's accuracy. For binary and multi-class scenarios, 80 hidden 

nodes and learning rates of 0.1 and 0.5 were used to achieve the highest accuracy. The main 

disadvantage of this study was the rise in the number of calculations, which led to a longer training time 

of the model. The article also lacked a comparison of the performance of the suggested model with 

other different deep learning approaches.  

[39] recommended an IDS based on deep AutoEncoder and ML methods. Only the 

AutoEncoder coding part was used to make the model computational and time efficient, while working 

asymmetrically. Two non-asymmetric deep AEs with three hidden layers were superimposed on each 

other. Experiments were conducted on multi-class categorization scenarios using the KDD Cup'99 and 
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NSL-KDD datasets. However, due to the lack of data for training the model, it was ineffective in 

detecting R2L and U2R attacks. 

[40] advanced an independent misuse detection system that combine the benefits of self-

learning and the MAPE-K models. The researchers utilized sparse AutoEncoder for unsupervised 

learning algorithms to gain insight into practical functions when performing planning operations in 

MAPE-K. The experiment was conducted using data sets KDD Cup'99 and NSL-KDD. The primary 

disadvantage is the lack of accuracy in detecting attack categories for U2R and R2L categories.  

This study purposes  to add value to previous research in the field of information systems security 

by proposing the most efficient algorithms that can be used to detect intrusion in network systems. 

 

III. METHODOLOGY 

The study was conducted using the Knowledge Discovery in Databases (KDD) approach. This 

approach features procedures such as data selection/ transformation/, evaluation, pre-procession 

collection and modelling. Some of these processes are explained below: 
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Figure 1: Proposed Methodology for Intrusion Detection System 
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DATA COLLECTION 

The study used a dataset that was already available in a public data repository. This was to avoid 

ethical issues that could have arose during the execution stage. The data was downloaded and locally 

stored to be used later for processing. Personal information was excluded from the dataset to ensure that 

participants remain anonymous 
 

DATA PRE-PROCESSING 

The downloaded dataset was analysed to determine the specific distributions. This process is 

necessary as it helps identify the available classes with the respective network intrusion classes. The 

goal of performing data pre-processing is to ensure balancing of the dataset in case there is any 

unbalanced distribution which is a common classification problem [24]. To handle such issues, the 

research would use either under-sampling or oversampling techniques. While under-sampling involves 

the random selection of fewer observations from the majority class to match with those in the minority, 

oversampling is a technique that involves record duplication from the minority class to get a match with 

the majority class [25]. 

The two techniques despite being efficient in ensuring data balancing have some few challenges. 

For instance, there is the risk of data loss in under-sampling which can affect the overall accuracy of 

the experiment. On the other hand, oversampling can lead to duplication of data which also causes 

model overfitting [25].  

The study also took extra steps in pre-processing to ensure the dataset was well prepared for the 

experiment. These steps included the null values in the dataset which could affect the performance of 

the algorithms. Null values are also known to reduce the model’s efficiency, make data analysis 

difficult, and can lead to bias due to the missing information [26]. To handle null values, the study opted 

to take a number of strategies such as deleting the affected values, replacing, or using the closest fit 

method [27]. 

FEATURE SELECTION 

Feature selection is an approach to data mining that involves choosing relevant features from a large 

number of dimensions in a dataset [28]. This study used the Lasso and tree-based feature selection 

methods from the “SelectFromModel” library in python. The feature works by reducing the number of 

features in a data set through the elimination method. In other words, features that are rendered useless 

and do not impact the model’s performance are removed while the ones that affect performance remain.  

 

CLASSIFICATION ALGORITHMS 

The study used two machines learning and one deep learning algorithm. The selection of machine 

learning algorithms include: 

• Random Forest 

• Support Vector Machine (SVM) 
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The deep learning algorithm used was: 

• Artificial Neural Network (ANN) 

The goal is to optimise the performance of each algorithm and evaluate the results based on the 

accuracy scores. 

 

MODEL EVALUATION 

The study used different evaluation metrics namely confusion plot, area under curve, accuracy, 

precision and recall to train the model after the testing process was complete.  

ROC Area Under Curve  

This metric determines the true positive in relation to the false positive rate. The graph plots a 

baseline performance. Models with incorrect predictions are represented with AUC value between 0.00 

and 1.00 The AUC value is 0.00 for models with false predictions and 1.00 for those with correct 

predictions.  

Confusion Plot  

This is a graph that illustrates the actual and predicted observations in the models. The confusion 

plot has n rows and n columns with n being the total number of classes in the dataset. The confusion 

plot guarantees efficiency in the values and can be used to calculate metrics such as precision, recall, 

and accuracy.  

Accuracy  

The accuracy metric was also used to conduct the study. The metric is commonly used to assess 

model’s performance and can be determined by dividing the number of correct predictions by the total 

number of observations. Accuracy is expressed as a percentage and the value ranges from 0 to 100. The 

formula is shown below 

 

Figure 2: Accuracy 

 

Precision  

The precision metric, also known as the positive predictive value (PPV) is expressed as a ratio of the 

positive classes that were correctly predicted against the total predictions. The formula for precision is 

shown below 

 
Figure 3: Precision 
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Recall 

Recall determines the correctly predicted classes based on the total number of observations. It is also 

referred to as sensitivity. The formula for recall is as shown below 

 
Figure 4: Recall 

 

IV. DESIGN SPECIFICATION 

DATA REPOSITORY 

The selected data (IoT23) was produced during a research by [41]. This network traffic dataset was 

first made publicly available in January 2020. A subset of this dataset was used to train and test 

the proposed NIDS model. The data comprised of 65107642 network captures with 21 network 

features. The diagram below shows the distribution of the network type present in the dataset. 

 

Port scan, DDoS, Okiru and Benign made up the top 4 distributions of the network captures, 

consequently, these 4-network traffic were chosen for this project. 

Additionally, a description of the 21 network features is show below. 
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Retrieved from, http://doi.org/10.5281/zenodo.4743746) 

V. DESIGN SPECIFICATION 

DATA PRE-PROCESSING 

RELABELLING 

To begin with, the name of the labels of the traffic type were adjusted to make them shorter and 

easier to understand. -   Malicious   PartOfAHorizontalPortScan' was replaced with 'PortScan', '-   

Malicious   DDoS' was replaced with 'DDoS', '-   Malicious   Okiru' was replaced with 'Okiru' and '-   

Benign   -' was replaced with 'Benign'. 

 

DATA BALANCING 

Additionally, from the image 1 above (showing the distribution of network traffic), there is a clear 

imbalance in the distribution of the data. This distribution is also represented below. 

S/N Traffic Type Distribution  

1 Port Scan 27,311,187 

2 DDoS 15,840,474 

3 Okiru 13,655,215 

4 Benign 8,293,927 

http://doi.org/10.5281/zenodo.4743746
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Owing to limited computational power and the need for a balanced dataset to drive an effective 

modelling phase, 5 million samples from each traffic type is selected to for further analysis. This 

resulted in a balanced dataset represented below. 

 

 

a. Null Values 

A snapshot (shown below) of the data shows that missing values were represented as “-“ in the 

dataset. In this instance “0” is not regarded as a missing value. Consequently, columns that contained 

only “-“ as the entry were converted to numpy NaN values to make it easier to count null values in the 

dataset. 
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Following this, the number of missing values in each column are counted and represented below. 

 

This shows that 3 columns, (service, local_orig and local_resp), have majority of their columns as 

missing values. Thus these 3 columns can be discarded as they would not contribute any information to 

the model. 

b. Variable Encoding 

Finally, the columns which are non-numerical data types are encoded and represented with 

numerical values to allow the machine learning and deep learning algorithms to easily interpret the data. 
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Feature Selection 

The choice of feature selection technique here is the Univariate Feature Selection. This uses 

statistical analysis, in this case, the chi square test, to select the top features that best describe each 

traffic type. The image below shows the top 10 best features identified using the Univariate Feature 

Selection. 

 

The features are assigned scores and are arranged according to their scores. The scores show how 

important each feature is at identifying the network traffic type. 
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VI. EVALUATION 

This section discusses the results of the experiments conducted in this study. The study will also 

provide a general overview of the performance evaluation based on the algorithms that were earlier 

identified. The confusion matrix was used to visualise the correctly predicted classifications and falsely 

predicted classifications across each traffic type. Additionally, each model (experiment) was evaluated 

based on the precision, recall, f1-score and accuracy. The figures below demonstrate the confusion 

matrix for running the three experiments. 

The algorithms used to train the models were the support vector machine, random forest and neural 

network. From the training and validation loss and accuracy chart, the model does not appear to be over 

fitting. Each model was then tested with different data (test data) which was not used in the training 

process. The test data also includes the 4 categories of traffic in the main data.  

 

Experiment 1: Support Vector Machine Classifier 
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The results of the SVM algorithm using the percentage split technique 

 

Experiment 2: Random Forest Classifier 

Confusion Matrix for RFC 
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The results of the Random Forest Classifier algorithm using the percentage split technique 

 

Experiment 3: Neural Network 

Confusion Matrix for Neural Network Algorithm 

 

The results of the Neural Network algorithm using the percentage split technique 



23 

 

 

 

 

VII. DISCUSSION 

This section discusses the results of the study based on the experiments described above. The 

classification of the datasets for this study was done based on the algorithms that were mentioned in the 

earlier sections (SVM, Random Forest, and Neural Network). The percentage split technique which is 

an analysis approach used to verify the data mining model will be used for the classification. The tool 

works on the basis of division whereby the dataset was divided into different folds and each piece used 

to test the remaining sample.  Likewise, the study split the dataset into 70% training and 30% for testing 

using the percentage split. Dividing the dataset into different pieces is necessary to ensure the correct 

portion of class value for every fold.  

The Random Forest Algorithm together with the support vector machine classifier were run on 

datasets using the percentage split technique. When a comparison of the output of the machine learning 

algorithms was done, it was determined that the support vector machine classifier and the random vector 

variable produced almost similar results. The accuracy score for the SVMC was at 0.9894 while that of 

the RFC was 0.9892. while the values for these two algorithms are almost similar, there was a relatively 

significant disparity in the accuracy level for the deep learning algorithms. In part, the test on neural 

network algorithm recorded an accuracy of 0.9747 which compared to the machine learning algorithms, 

is a significant difference. The classification report for the neural network compared to the machine 

learning algorithms also show noticeable difference. 
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Conclusion and Future Work 

This study aimed answering the research question: “how well can machine learning and deep 

learning algorithms detect network intrusion attacks?” In order to achieve this, three experiments were 

performed based on three different algorithms; Randon Forest Classifier, support vector machine 

classifier, and the neural network algorithm. The third experiment involving a deep learning algorithm, 

neural network algorithm produced the least performance in comparison to the other two. The first and 

second experiments which involved machine learning algorithms both produced almost similar results. 

To conclude, this research emphasises the need to improve information security measures given the 

high rate of intrusion reported in recent times. Some of the constraints to take into consideration would 

be factors such as limited power, storage, and processing capabilities before training a dataset to 

mitigate potential network threats.  These constraints also qualify as some of the challenges that were 

encountered while conducting these experiments. In addition, only a small percentage of videos from 

the original dataset was used thus, accuracy may not be guaranteed. To mitigate these challenges and 

improve accuracy in future, a different approach to conducting the experiments could be adopted. This 

would involve using a complete dataset instead of just a fraction of it. Future research could focus on 

determining how other machine learning and deep learning algorithms such as decision tree, logistic 

regression, and recurrent neural network could detect network intrusion.  
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