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1 Introduction 
Due to recent expansion, and the advancement in growth of the Internet and digital 

technologies over the past decade, network security is a crucial field of research. It employs 

methods, such as antivirus software, firewalls, and intrusion detection systems to protect the 

integrity of the system and all its connected characteristics within the Internet. One of them is 

a threat detection component that allows the needed security through the constant 

surveillance of network traffic for disturbing or uneasy behavior which is Network-based 

intrusion detection. During the last 10 years, professionals have created several Machine 

Learning (ML) and Deep Learning (DL) techniques to improve the effectiveness of the 

Network Intrusion Detection System (NIDS) in recognizing malware assaults. There is 

indeed a significant amount of area for investigation into adding ML and DL approaches to 

NIDS to successfully identify perpetrators on the network. This research is therefore 

exploitable across NIDS. 

 

2 Tools used for research implementation: 
 

For a long time, Python is now the most important language for developers of machine 

learning and artificial intelligence. Python offers a broad variety of flexibility and functions 

for developers to increase not only their usability but also their development consistency. 

Accordingly, Python is utilized to implement this project as well. It has employed library 

package like Keras, Scikit-Learn, TensorFlow, etc. Python is a highly utilized language 

which uses mathematical formulas and maps to analyze data. In this project, the machine 

learning models are applied on the newly generated dataset. And the deep learning models 

are performed and then the evaluation of all the models was carried out. All these steps are 

carried out using python language in the Google Colab tool, since it has very user friendly 

interface and is very easy to use. The implementation steps are as follows:  

 
 

3 Importing Libraries 
 

 3.1 Before starting with our implementation, the very first step is to import all the 

required libraries for model building. A library is basically a set of methods 

and functions that let us execute a lot of activities without writing a code for it. 

 3.2 In this project, numerous libraries are installed and imported like pandas, 

sklearn, numpy, matplotlib, itertools, etc. for using it for various purposes. 
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Fig 1: Importing libraries 

 

4 Importing the Dataset 
 

This dataset was initially produced for the analysis of DDoS data by the University of New 

Brunswick. The said dataset came from 2018, and will not be modified in the future, although 

fresh dataset versions are available. The dataset itself was derived on university logfiles, which 

reported several DoS assaults during the public timeframe. The Label column is the most 

essential part of the data when constructing machine-learning notebooks, as it indicates whether 

the packets that have been delivered are or are not malicious. In the dataset there are eighty 

columns, each of which represents an IDS logging system entry in place by the University of 

New Brunswick. The concepts 'intrusion' and 'detection system' make an IDS. Since its system 

categorizes traffic forward and behind, columns are available for both. All the variables in the 

dataset are numerical accept the Label variable which is categorical. A network connection is a 

sequence of packets that begin and terminate at a certain period during which the data travels 

from the source IP to the destination IP address where every connection is either labelled as 

benign or as malicious with just one particular form of assault in this dataset. Following are the 

steps for importing and processing of the dataset. 
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 4.1 In this step, the dataset for NIDS consisting of the complete information 

about incoming and outgoing packets, is imported and since it is a CSV file, 

and is stored in a tabular format. 

 4.2 As the dataset is very complex and large, it is converted into a pickle so that 

it consumes less amount of memory. 

 

 
Fig 2: Importing the Dataset 

 

5 Data Pre-processing 
 

Pre-processing of the data is the primary step to be taken before starting with the process in the 

realm of machine learning. Data pre-processing is essentially used to convert and transform 

unprocessed and raw data to a much better and more comprehensible format. Real world data 

may generally be partial, irregular, incorrect, unstructured, and may be missing. Data pre-

processing is being used to circumvent all this. It supports cleaning, formatting, organizing, and 

preparing raw data for implementation in the model of developing machine learning. Data Pre-

processing cannot be carried out in a single process and is thus dispersed in many phases.  
 
 

 5.1 Further, that pickle is stored in a data frame. Then all the integer variables in 

that data frame are converted into float (continuous values) to avoid later 

disturbance in the implementation regarding and execution of different data 

types. Also, all the Na values are dropped (if any).1 

 

 
 
1 https://datatofish.com/integer-to-float-dataframe/ 
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Fig 3: Converting int values into float 

 

 
Fig 4: Drop unnecessary columns 
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 5.2 Next, the ou tput variable, which is categorical, is then converted into a 

binary column into 0 and 1. So, the category ‘Benign’ is converted into a 0 

and ‘Bot’ is converted into 1. 

 

 
Fig 5: Converting output variable into 0s and 1s 

 

 5.3 After this conversion, the data is then standardized and rescaled to get a good 

shape of distribution of the dataset. 

 

 
Fig 6: Standardizing the data2 

 

 
 
2 
https://elearning.dbs.ie/pluginfile.php/1301058/mod_resource/content/1/Data%2BDescriptive%281%29%281
%29.html 
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 5.4 Here, the variable ‘Label’ is set as target and the rest of the variables in the 

dataset are set as features (input variables). And then the overview of that 

dataset is then printed to check if it consists of any number of missing values 

or not, which in this case is 0. 

 

 
Fig 7: Setting the target variable 

 

 
Fig 8: Setting the features 
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Fig 9: Dropping the Na values and getting an overview of the data 

 

 5.5 The dataset is further divided into two subsets by splitting it in the ratio of 80 

and 20 for training and testing respectively. The size of the training data is 

set as 80% of the actual data randomly and the rest of the 20% of the actual 

data as the testing data, which means, every time the code is executed, the 

training data will split from any part of the data randomly (can be 80% of the 

upper part, can be 80% of the middle part, can be 80% of the lower part etc.). 

 

 
Fig 10: Splitting the data into training and testing 
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 5.6 During this step, the data is split in 4 parts: X-train, X-test, Y-tarin and Y-test 

as training part of the features, testing part of the features, training part of the 

output and testing part of the output variable respectively. 

 

6 Feature Extraction and Selection 
Standardization means that each attribute's dispersion is modified to a mean of zero and a 

standard deviation (unit variance). For a model based on dispersal of variables, it is important 

to standardize the attributes. Therefore, the standardization is performed for feature scaling 

before feeding the data to the model like KNN. Feature Selection is a procedure in which we 

may choose features from the dataset, either programmatically or manually, that can 

contribute the most to the prediction variable or output. 
 

      6.1 In this step, the RandomForestClassifier library is utilized for selecting the 

     topmost 15 important features from the entire data set to make the further 

implementation much easier and faster. In this, the Random Feature 

Elimination (RFE), a feature selection method is applied for eliminating all the 

features that are not essential. 

 

 
Fig 11: Feature extraction and selection 

 

      6.2 After the feature selection is done programmatically a new data frame is    

created that consist of only those selected features that are received from the 

RFE method. 
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Fig 12: Creating new and final data frame 

      6.3 Further, the steps 5.4, 5.5 and 5.6 are repeated to get a finalized dataset 

including separated target, features and a training and a testing part of new 

generated dataset for further model implementation with only 16 columns. 

 

7 Machine Learning Models 
 

Model fitting is an estimation about how a machine learning model is generalized to 

comparable data to the one it is trained on. The well-fitted model typically yields 

accurate findings. Model fitting is a key component of machine learning. If the model doesn't 

match our dataset appropriately, the results can't be true and can't depend on the results to be 

predictable. Model Evaluation is an essential aspect of the approach of machine learning 

model building. It helps to identify the best model for the selected dataset and how well the 

selected model works in the near future. 
 

 7.1 In this step, various machine learning models are executed. Initially, the K-

Nearest neighbour model is implemented with the value of k as 3 and the 

number of neighbours as 5 by default as these values are giving the best 

accuracy and 0-2 false negatives approximately (approximation is said after 

every result as the training of the testing dataset is given a random state and 

can vary after every execution). This model gives 99% of accuracy 
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approximately with same percentage of precision, recall, f1-score 

results.(Chudasma, no date) 

 

 
Fig 13: KNN model 

 

 
Fig 14: KNN model accuracy and evaluation matrix 

 

 7.2 In the next step, the Decision Tree classifier model is executed with the default 

hyper parameters such as criterion as ‘gini’ and random_state as None, are 

passed to this model to get the accuracy. It demonstrates that the dataset we 

have altered is inaccurately labelled for splitting from the dataset. It is utilized 

with Classification and regression tree, and the value is more precise and less 

accurate than its best quality, entropy index; lower values suggest fewer 
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impurities. This model gives a 99-100% of accuracy approximately with 0-1 

number of false negatives.3 

 
Fig 15: DTC model 

 

 
Fig 16: DTC model accuracy and evaluation matrix 

 

 7.3 The next model used is Artificial Neural Network (ANN). The information 

processing technology is Artificial Neural Network.  This model works like a 

human brain. It is generally organised in 3 layers, input layer, hidden layer, 

output layer. The input layer receives the input values for every observation 

which do not change the data. The hidden layer provides a transformation to 

an input value in the network and then connects with the output nodes also to 

other hidden layers, generally known as ‘weighted connections’.  The output 

layer gets the link from the other two layers (input and hidden) and then it 

combines and converts the data to generate the output values. Here, random 

weights are assigned to the linkages initially. Then all the three layers are 

connected and assigned the required parameters. Data preparation is similar to 

the rest of the identification technology in the performance of ANN. The keras 

library is utilized to run this model. The epochs (the number of times an 

algorithm works through the complete training data) is set as 50 and then the 

model is executed. This model gives 99.49% of accuracy with no false 

 
 
3 https://datascience.foundation/sciencewhitepaper/understanding-decision-trees-with-python 
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negatives approximately. Here, the precision and the f1-score also give the 

result of 97-99%. 4 

 

 
Fig 17: ANN model 

 

 
Fig 18: ANN model accuracy and evaluation matrix 

 
 
 

 
 
4 https://stackoverflow.com/questions/68185988/valueerror-input-0-of-layer-sequential-is-incompatible-with-
the-layer-expected 
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8 Deep Learning Models 
 

 8.1 For deep learning approach, two models are implemented in this project Multi-

Layer Perceptron (MLP), which is a type of Deep Neural Networks (DNN) 

and Convolutional Neural Network (CNN) to analyse the prediction of the 

Network Intrusion Detection dataset. Iinvestigation of the variations in 

accuracy while changing the number of parameters is done is this step. In these 

models the data pre-processing method is like that of the other models. The 

tenserflow library is utilized along with the other libraries and in this model 

and keras function is imported from the tensorflow library. This model gives 

the accuracy of 98.17% to 100% approximately and the validation of the 

accuracy is 99% true approximately. The accuracy and the loss of this model is 

visualised and as shown below.5 

 

 
Fig 19: DNN model 

 

 
 
5 
https://elearning.dbs.ie/pluginfile.php/1301095/mod_resource/content/1/Deep%20Learning%20Tutorial.html 
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Fig 20: Training and Testing set accuracy 

 

 
Fig 21: Validating the model 

 

 
Fig 22: Accuracy and validation of the accuracy 
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Fig 23: Visualisation of the actual and predicted accuracy 

 
Fig 24: Visualisation of the actual and predicted loss 

 

 8.2 After the execution of DNN model the Convolutional Neural Network (CNN) 

model is implemented. The keras library is utilised in this model and the 

Conv1D, Flatten and MaxPooling1D functions ported from the library named 

keras.layers. Further, the features and the targets are assigned with x and y 

variable respectively. Further, the data frame features then converted into a 

numpy to apply the reshape attribute over it. Then, the dataset is split into 

training and testing part where the test size is set as 20% of the data and 

training size is set as 80% of the data. Then the model is executed, giving the 

accuracy 99.87% approximately with the loss of 22.13% approximately.6 

 
 
6 https://www.datatechnotes.com/2020/02/classification-example-with-keras-cnn.html 
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Fig 25: Model summary 

 
Fig 26: Accuracy of actual and prdicted sets 

 
 

9 Conclusion 
As it can be observed here the some of the Machine learning Models are most of the time 

giving more accurate results than the Deep Learning models, while neural networks, the deep 

learning models are giving more accuracy than ANN in less computational time. So, it can be 

concluded that the Deep Learning models can give better accuracy than ANN, when it comes 

to neural networks, but the KNN and Decision Tree algorithms are the best fit models for this 

dataset (Results may vary by different dataset). Though in case of large and complex 

datasets. Deep Learning algorithms are much preferable for better accuracy and validation. 

The limitations of this research are as follows; Use of only one dataset is done and executed 

for all the models and Visualization of only one model is shown. 
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