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A drug identification model developed using 
instance segmentation  

  

Alvaro Ricardo Corral Paramo  

19190565  
   

   

Medicine boxes recognition is an important process in several sectors and industries, as 

pharmacies and the pharmacy industry or hospitals.  A single failure in this procedure can 

have consequences that affect both on a human level and on a large-scale legal level. Due 

to these factors, it is necessary to address the problem of how to identify medicine 

packages based on deep learning techniques, in concrete,  using the Convolutional Neural 

Network. However, several of the algorithms previously applied have failed to obtain 

accurate results when objects or logos were too small or the scene was not completely 

clear. The paper has been focused on the improvement of efficiency in object detection 

and recognition algorithms based on Mask detection. Also, it has been covered the need 

to find a dataset based on small objects and pharmacist products. The model is 

implemented with COCO dataset and a custom dataset of medicine packages. The 

evaluation carried out on a cloud platform, compares the algorithm Yolov4 and Mask-

RCNN combined with the backbone ResNet50,  as a result, Mask R-CNN needs less time 

for training and has higher performance. The effectiveness raised for the mask 

segmentation architecture was higher than 95%, in consequence, it is an acceptable score 

for the real world.    

    

Keywords: Deep Learning, Convolutional Neural Networks, Object Detection  
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2 Introduction   
   

Deep Learning is one of the most promising technology still to discover the maximum 

power on industry, companies and society in general. Indeed, attempting to adjust the way 

that a human being obtains his erudition could be an impeccable bridge with the machine 

world. This technology became popular as a recognition methodology to spot patterns and 

features.   

A high percentage of precision has been achieved by deep learning and one of the most 

powerful features is that it is scalable, verbalizing about computing and databases.  

Undoubtedly, it can be applied in different fields as language learning, speech analysis, or 

image recognition like in this case. Especially, in computer vision, it has superseded other 

approaches and techniques in detection and classification as it is underlined in Magalhães et 

al.[2].  

 Over the recent years, computing capacity, like enhancements in GPUs and the 

widespread use of cloud computing and big data, let deep learning perpetuate growing 

illimitable. Systems based on this technology trend to imitate the nervous system of the 

human brain for training.    

  

With regards to Convolutional Neural Networks(CNN), the concept was invented 

in 1989 by Yann Lecun and others but it is nowadays when it has been possible to start 

applying it in practical environments [8]. Most importantly to explain this in terms of 

programming, there is an input, called tensor, which for example is an image of a 

medicine box and is going to go through several layers. CNNs work by dividing an image 

on several number matrixes, which, later, will be analysed and its values will be 

simplified too.     

  

   
Figure 1: Image Matrix ï Filter ï Feature Map[4].   

   

   

  

    A layer is a conjunction of operations(neurons) or filters applied to the input to find a 

possible identification and extract features. They can be classified as convolutional, pooling 

and fully connected layers. The process of activation, or called also normalization, set all the 
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negatives values on the matrix to zero. Another important concept is overfitting. It occurs 

when the path followed to get and output is very similar and it using the same layers, so the 

accuracy level will be lower. To avoid the overfitting consequences is utilized the dropout, 

switching off some layers randomly to get different approaches.   

   

   
Figure 2: Deep Learning[5].   

   

Applying the repetition of all these processes, it is possible learning new features 

automatically and without incipient training for the network, so it could be updated by itself. 

Training is another factor to consider because it can be delayed a ready network as soon as 

possible for testing, which is one of the objectives of this work and it can be expensive.  

Domain adaptation methods allow to classified another dataset taking advantage of a previous 

dataset from the training phase as described S. S. Sarwar et al. [21].    

  

Nevertheless, the obstacle of this approach involves background noise, lighting variations, 

imaging blurs, and hardware requirements. CNN starts to check the features from the package 

of the drug and in which layers should include a process to compare if there are big 

differences with the pattern from the training. In that case, the neural network can investigate 

whether it is a product makeover or a counterfeit. Habitually, counterfeit pharma products 

may contain dangerous components or lack the appropriate active main ingredient[11]. Then, 

it could avail to eschew the distribution and early detection by professionals and end-users.     

                

Inspired by all the benefits of deep learning could contribute, this work is focused on 

defining an efficient identification and classification approach for medicine boxes, from images as 

an input, applying algorithms more efficiently with specific training for updating the 

convolutional network.    

   

The rest of the content is structured as follows: after a review of related work (section 3) 

with three sub-sections(3.1 CNN,3.2 Object Detection, and Recognition and 3.3 Dataset) where 

the background is exposed, the Methodology and Specification (section 4) describes how is 

working the object recognition algorithm and extended in three sub-section more  Sections 4.1ï 

4.3 talking about Equipment, Dataset, Experiments(section 5) goes through different metrics 

comparing Yolov4 and Mask R-CNN methods and extended in three sub-section more and 

finally 6)Conclusions.   
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3 Literature Review   

3.1 Convolutional Neural Networks   

   

   The world of Deep Learning has never stopped to discover new methods and even 

more when Convolutional Neural Networks are considered. With sufficient data[3], they 

attain the ability to learn expeditiously rules, although the problem is if the complexity is 

excessive like in [12] experiments with the dataset ImageNet[33] and CIFAR-10[34].   

Deep CNNs have reached a high target in computer vision and they have engaged the interest 

due one of the characteristics is learning new features, cognate to updating the medicine box 

image. Frequently, they have been composed by an input layers, multiple convolution layer 

,down-sampling layer and output layer[5]. .In Three-CNN[20], where the model grows like a 

three reducing the training effort and in Sarwar[21] which  exposes a DCNN with the ability 

to learn new tasks, through a ñclone-branchò,  both introduce neural networks that acquire 

new knowledge from a new dataset, retaining the data acquired  in previous trainings. In this 

case, it is not necessary that the network learn new tasks, just the second one. Tommasi et al. 

[15] displayed a model with different sources, and each source had different  weights, where 

was possible to appreciate the first dataset had been the biggest score or weight and a source 

not contrasted had been the smallest one. ImageNet classification has been inspired by the 

definition of the classification function could not be determinate just only by the information 

from the training, the CNN should involve an scalable knowledge [13].  

  

3.2 Object Detection and Recognition   

   

First of all, there had been different methods for object detection for CNN, like 

RCNN[16]  including CNN features that required to do repetitive processing which is 

enhanced on  SPPNet[27]. Later, Fast R-CNN decreased the time for training and testing, 

when there has been remaining a dependency of Candidate Region Selection(CRS) 

algorithm[27]. That previous issue was eliminated on Faster RCNN[6]. With SSD(Single 

Shot MultiBox Detector) had been appeared the multi-scale feature map conceiving an 

enhancement on the speed nevertheless it had been not effective efficient with small objects 

as it explained in Krüger, J. et al. [16]. In this case, the network requested to find diminutive 

features as logos, or images on the box to discern between an original package and a 

counterfeit. Additionally, there are several versions for YOLO(You Only Look Once), 

especially for real-time detection, notwithstanding , like in [14][16] was demonstrated, 

Faster- R-CNN had more accuracy and better performance with small objects and, in [8] was 

revealed was not useful if objects were held in the hand. Conclusively, there has been another 

characteristic that required to be analysed, the text detection, in [1] has been investigating for 

the best framework to apperceive text and shapes together. Mask R-CNN[28] was 

accentuated due to its precision and the blind spot are the high-performance detection of 

arbitrary-shape text, therefore with the typography of the packages it should not affect the 

result and the detection speed[36]. Also, it had solved the problem of instance-segmentation 

with an extra-branch to predict object masks in parallel[25].    
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Figure 3 -  Zhang, Jet Al. [36] Mean Weighted Average Performance Evaluation  

 

   Besides, Magalhães et al.[2] included a Barcode and Optical Channel Recognition(OCR) 

without using Neural Networks, the percentage of accuracy was almost 100% of success, 

however, this solution was only suitable with photos in a uniform background [10], under 

those circumstances, this option has been rejected.  

3.3 Dataset   

   

In this section, the most optimum dataset for a deep learning method to recognize 

medicine packages has been sought in past papers. The information and the set of images 

should be optimized to improve the algorithm and obtaining maximum precision[4].   

  

Firstly, there are datasets just for training[1] our network with different kinds of 

objects, animals, humans, etc and in this way it can identify faster where is the box, because 

one of the goals is to obtain positive results in an irregular background, in the worst case.    

ImageNet belongs to this first category that has been exposed and is one of the most 

extensive,  with around 15 million labelled HD images, in 22.000 categories.  MJSynth, for 

scene recognition, 8.9 million has been synthesized images, using Google fonts, and the 

images from ICDAR03[35]. All the labels were just in English, assuming precision 

diminishes with drugs in different languages. SynthText was designed thinking on scene text 

detection, nonetheless, a combination with MJSyth has been good results[13]. CIFAR-10, a 

collection of natural images classified into 10 classes,  although the images were not in 

HD[18][16]. Chen et al. [24] exposed a combination of SUN and Microsoft COCO dataset for 

small objects, which could be interesting for our research due to identify logos or small 

images on drugs packages. MNIST has presented an accuracy close of perfection, 98.08% 

with Deep Neural Networks[11]. 70,000 images have  been gathered, including examples to 

endeavour to cheat the network[17]. Secondly, datasets with a concrete feature purpose, in 

this case, medicine boxes.  PharmaPack[11], filled the gap of a dataset with images from 

1.000 drugs from different angles, and it is possible to access the files for free. All the 

samples are sharp without any noise or background which affects a quick match, hence, they 

are impeccable as a basic pattern for training.       
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Secondly, datasets with a concrete feature purpose, in this case, medicine boxes.   

PharmaPack[11], filled the gap of a dataset with images from 1.000 drugs from different 

angles, being this compilation, public and free of charges. Part of this dataset were sharp 

samples without any noise or background which could affect a quick match, and the other 

part included a hand holding them equivalent to the real world.  

   

After reviewing the literature review, we have found the best algorithm which has not 

been applied for medicine boxes recognition was Mask R-CNN following the work from Fu, 

C.-Y et al. [32] where compares the accuracy of Yolov3 and several backbones with Mask 

RCNN. It could obtain the precision level required for this research. Furthermore, having a 

combination of several datasets for training with PharmaPack could achieve the goal of 

identifying medicine boxes in a shorter time in no ideal situations.    

 

 

  

  
Figure 5 - Fu, C.-Y et al. [32] Comparations between several algorithms  

 

 

 

3.4 Framework  

Mask R-CNN uses the PyTorch packages for simplicity [29], as PyTorch was chosen in 

numerous new studies to get the best performance with this algorithm[30]. 
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4 Research Methodology and Specification   
   

In this paper, PyTorch has been adopted as a deep learning framework for development. In 

terms of CPU usage, it is not very popular, but talking about GPU, it achieves good results on 

performance[40]. GPUs demand more resources than CPUs when deep learning is the goal of an 

operation. They work faster in a simple parallel process and the price is lower[6].   

  

  

4.1  Algorithms   

 

4.1.1 Mask R-CNN 

 

The object recognition algorithm chosen as the favourite, as seen in the previous section of the 

literature review, is Mask R-CNN. A description of the architecture and its components can be 

found below  

  
Figure 6 - Mask R-CNN Architecture. Adapted [36]  

   

  

   

- Backbone: a CNN that obtains features from the inputs, converting them into a feature matrix. 

Afterwards, the data will be sent to the next layer. The backbone selected for our 

experiments is ResNet50 pre-trained using COCO dataset.  

 

- Region Proposal Network(RPN): consists of a fully connected convolutional network to predict 

the main objects on images. For example, a person and a medicine package of Fig.4. It is 

trained on the frames of the general areas to detect the scope and the boundary of an object. 

Also, it is compounded by two extra layers named Reg and CLs. The first one determines  

the coordinates of the proposal. and the second one is where the decisions about background 

foreground are taken. It is integrated inside the backbone and the last step of its output[6].  

  

- ROI Pooling: involves the main functions to align an object candidate in a picture. to the patch 

related in the feature map. and transfer these patches to the next level, to the fully connected 

layer into a data of uniform size[28].   
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- Object Classifying component: a class for each object detected on the RPN is defined in this 

element [27].   

  

- Bounding box component: it draws a coloured box around the identified objects on the 

picture[28].  

   

  
Figure 7: Mask-R-CNN [26].   

   

   

The candidate areas, called anchor boxes, are evaluated. They are distributed in the whole 

picture. These anchor boxes are of different types of sizes and ratios, and it depends on the 

targeted object. The anchor boxes will have scores designated by the Region Proposal Network. 

It indicates whether the candidate is in the front or not. A high classification score may indicate 

that an anchor box includes a portion of an item. Furthermore, another function of RPN is to 

redefine the anchor boxes. Using the process named bounding box refinement, RPN bounds 

better the object [29]. 

  

  

Figure 

Figure 8: RoIAlign preserves exact locations. adapted[26]. 
 

 
Finally, after the network processes the selected foreground areas, with the Object 

Classifying component, it generates masks for each of them.  
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4.1.2 Yolov4 

 

In the experiments, the comparison with the algorithm selected was using Yolov4.   

As in the literature review was shown, there are several versions of this architecture.   

The version 4 included improvements about the accuracy and real time detection[31].   

  

  
Figure 9 - Yolov4 Architecture [31]  

There are two types of object detection models: one stage models and two stage models. A 

one-stage model may be used to identify objects without the need for a pre-processing phase. A 

two-stage detector, on the other hand, uses a preliminary phase in which regions of importance are 

defined and then classified to determine whether or not an object has been detected in these areas. A 

one-stage detector has the advantage of being able to provide predictions quickly, allowing for real-

time use.  

 

YOLOv4 divides the object identification task into two parts: regression and classification. 

Regression determines the item's location using bounding boxes, while classification determines the 

object's class. This approach is similar to the one used for YOLOv3.The backbone network for an 

object detector is pre-trained on COCO categorization in terms of architecture. The weights of the 

network have already been modified to identify significant characteristics in a picture, however, 

they will be altered for the additional purpose of object recognition. Second, the neck is 

compounded by layer flow up and down, with only a few layers at the convolutional network's end 

connecting. Finally, for detection, YOLOv4 uses the same YOLO head as YOLOv3, with three 

levels of detection granularity and anchor-based detection stages 

 

4.2 Dataset   

   

The data source for training is compounded by several sources. First, COCO 

Microsoft has been developed to gather images from complex familiar scenes containing 

common objects in their natural context[37]. Using COCO, the algorithm avoids 

interference when the picture´s background contains other objects that are not medicines. 

On the other hand, the designated dataset, which contains the information regarding 

medicine packages, is a custom dataset generated from the PharmaPack[11] dataset. This 

dataset has been converted to a newer format because Matlab is not compatible with our 

algorithm.  In addition, it has been extended, using image and bounding box 

augmentation methods as is shown in fig.2[39]. CNN has learned how to identify the 

features in a way more exhaustive with this training set.   
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Figure 10 - Roboflow augmentation methods[39]  

   

  

Finally, a set of images from counterfeits were added to the custom dataset.  In case,  

some of the features are detected by the CNN, the output will be identified as a fake package.  

   

     
Figure 11: PharmaPack Dataset.    

   

  

4.3 Training   

   

Training is one of the most important areas to enhance in Neural Networks[23]. In 

Pytorch, the drug information and the image are going to become a tensor(input). Thereupon, it 

loads the configuration for the training process. Second, CNN sends the tensors to be analysed by 

the detection algorithm.  

  

To illustrate, training specifications have been exposed below:      

1. COCO [11][17] dataset is indicated to train the CNN for general image recognition and 

small object detection. It can be concluded that, in this step, the network has achieved the 

goal of notice if there is a hand in the photo. Mask R-CNN Resnet50 integrates the 

functionality to pretrained the model by COCO dataset. For instance, it is not required to 

obtain a huge amount of data with a set of images [28].  

  

2. Second, a custom dataset can be pre-trained accessing the Roboflow services. As a result, 

transferring the weights reduces the training time by several hours. In fact, the choice to 

obtain the dataset is available on their platform through a simple link[39]. Also, combining 
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this dataset with COCO, domain adaptation methods are applied, retaining the information 

without losing the first training[21].   

  

3. Typically, the directory structure will be divided into three folders: train, validation, and 

test. Train is the main folder, containing clear samples for each class of medicine. 

Validation folder compiles images that are already included in the train directory. In the 

end, pictures from the real world are included inside the test folder.   

  

  

     

   

5 Experiments   
  

The experiments have been consisted of comparing the training time and the precision of 

the two methods. The first method implementing Yolov4 and the second algorithm applying 

the Mask R-CNN combined with the ResNet50 backbone.  

  

5.1 Equipment  
   

In the implementation for this paper, the free of charge services from the platform 

Google Colab[38] were consumed,  which is a convenient tool based on the cloud, for 

accessing and executing the algorithms instantly.  

  

 
  

Table 1 - Google Colab Free tier specs[38]   
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5.2 Metrics   
   

Accessing the equipment described above, the training phase with the two algorithms 

has been applied using the custom dataset. A total of 9,000 images with 256 classified 

products. The learning time was approximately 26 hours when Yolov4 was executed and 

almost 25 hours for the Mask R-CNN algorithm. The Mask RCNN runs at 67.47 ms per 

image and Yolov4  obtains the mark of 72.69 ms.  

   

The images, to carry out the trial test, have been divided into four types:   

Å Type 1: The drug is the only object in the image.   

Å Type 2: The medicine is held by one hand.   

Å Type 3: The drug appears with more objects in the scene, such as an advertisement.  

Å Type 4: In the scene appears several medicines.   

   

   

 
Figure 12: Percentage of success by type of pictures.  

  

 

 

In the graph, the percentage of success identifying objects in the Test training set is 

shown.  Mask R-CNN has been exceeded in almost all types of images. The exception was 

the Type 4 where several medicines are displayed at the same time. It seems if there are 

more than three classes involved in the same image, it affects the operation of the 

classification of instance segmentation.  
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Furthermore, the measures that were utilised to compare the performance of the two methods 

will be described: 

Å Precision: In classification tasks, it assesses the model's quality. In classification tasks, it 

assesses the model's quality.   

Å Recall: describes the amount that the model is capable of identifying. It is calculated by 

dividing the number of True Positives by the number of True Positives and False 

Negatives. 

Å F1 Score: used to aggregate precision and recall metrics into a single number to make 

comparing two approaches simpler 

   

  
 

  

  

Algorithm type  Yolov4  Mask R-CNN  

Epochs  50  50  

Precision  95.93%  97.11%  

Recall  96.20%  97.24%  

F1 Score  95.41%  96.63%  

Table 2 - Precision, Recall and F1 scores  

  

 

The precision and recall percentage of the Mask R-CNN(97.11% and 97.24%) were 

higher than those of the Yolov4 algorithm (95.93 and 96.20%). Furthermore, the F1 Score is 

1.22% higher with the second algorithm, meaning Mask R-CNN Resnet50 is preferred.  

  

  

  

  

  

  

  

  



14   

   

   

Å Loss value: The loss value is composed of the classification loss, bounding-box loss from 

the RPN structure, classification loss, bounding-box loss,  

and mask loss from the backend of the model[43].  

  

  
Figure 13: Loss curve comparing Yolov4 and Mask R-CNN algorithms where Y-axis is the total loss 

and X-axis the number of iterations.   

It can be appreciated from the graph, Yolov4 starts to have a higher loss rate at 

the beginning of training with fewer iterations. However, after 5,000 iterations it 

acquires a severe decrease, where a turning point can be observed. Mask R-CNN 

remains below the indexes of the other algorithm until from 12,000 iterations it tends to 

a large increase. In the middle part of the graph, it remains above the Yolov4 results. In 

the last phase, there is a tendency to descend and stay below the other sample to 

stabilize. Therefore, it can be deduced that Mask R-CNN makes fewer losses than 

Yolov4.   

  

Besides, the peak memory usage of the training process has been measured in 

relation to the number of iterations. This shows that memory is another point in favour 

of the Mask R-CNN algorithm.   

  

  
Figure 14: Memory usage comparing Yolov4 and Mask R-CNN algorithms.   
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These metrics are widely used and authoritative indicators to judge a deep 

network modelôs performance in object detection and instance segmentation[43].  

  

Below you can see an extract of the percentages of success of various products 

and the total. Mask R-CNN continues to get the highest percentages. Where the 

percentages appear lower, it is because the characteristics of the product were more 

difficult to recognize.  

  

 
  

                       Table 3 -  Success rate regarding sample from Test training set.   

  

Mask R-CNN ResNet50 showed a better object detection performance over 

Yolov4. The Mask R-CNN had room to fill up the shortcomings of  Yolov4 

implementing instance segmentation improving the object detection performance. Mask 

R-CNN had a stronger feature extraction capability for drug packages.   

  

In this study, the algorithm of Mask R-CNN is available to address the 

identification of the drug name in 95% of the cases. The cases for which it fails are 

tightly related to uneven colour backgrounds on which the text is written.   

   

  

  

  




