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Scalable and Dynamic Offloading of Resource Rich
Mobile Application

Akash Srinivasan
x19101279

Abstract

There has been a recent growth in the usage of smartphones and complex applic-
ations. The hardware specifications of these smartphones vary but the computing
complexity in real-time application such as image processing, face recognition, live
stream gaming keeps increasing. This results in a bottleneck on the CPU utilization
of the mobile device. To eradicate this, in this research proposal a framework has
been proposed that uses offloading technology and combines the edge device and
the cloud server for offloading. A novel algorithm known as resource provisioning
considers the network status of the device and decides on the offloading location.
An android application with Fibonacci series and image processing functionalities
is developed to evaluate the experiment. Based on the execution time in the three
environments as the parameter for evaluation, the results indicate that the exe-
cution time drastically reduces when performing offloading compared to the local
execution.

1 Introduction

In recent years, there has a tremendous increase in the usage of smartphones, tablets,
and so on. With the advancements in the hardware specifications of smartphones, high
number of computing-intensive mobile applications capable of performing many complex
tasks are being used. Real-time applications such as live gaming, video streaming, face
recognition, and so on utilize the CPU, battery power, RAM of the mobile device at a
much higher rate than the normal utilization rate. Such complex applications buffer in
rendering the application in the user interface because of the hardware limitation of the
mobile device as compared to the requirement of the mobile application.

Research has been done to eradicate this problem by offloading the computing-intensive
part of the application to the cloud server or to the edge device and produce the output
in the mobile device. Research works such as (Akherfi et al.; 2018) provides a survey on
various offloading mechanisms and offloading techniques that can be used. There have
been research works (Lin et al.; 2019; Wang et al.; 2019; Abbas et al.; 2017) focussing on
partitioning the application, allocating the tasks, and offloading them to the edge devices.
Research works such as (Flores et al.; 2018) have also focussed on performing applica-
tion partitioning and offloading to the cloud server. Yet, very little attention has been
given in integrating the cloud server and the edge device in a framework and performing
offloading based on the device parameters.

Research Question: Computing-intensive part of the application can be migrated to
a remote machine for processing but is there a way to integrate the edge device and the
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cloud server in a framework for offloading based on the device parameters. The objective
of this research work is to integrate both the edge device and the cloud server in a single
framework and perform offloading based on the network parameter of the device. An
algorithm known as resource provisioning is proposed which takes into consideration the
network status of the device and based on which the offloading location is decided. A
laptop within the same network of the mobile device is used as the edge device and an
Amazon EC2 instance is used as the cloud server. Furthermore, to evaluate this research
work, an android application is built with Fibonacci series and image processing function-
alities, and the computing part of the application is executed on the local device, edge
device, and the cloud server. The evaluation is based on the execution time parameter
on all the three environments.

The rest of this paper is structured as follows. Section 2 details the related concepts
and background works in this area. Sections 3 provides the methodology of this research.
Section 4 describes the design specification used in this research. Section 5 details the
implementation factors in this research. Section 6 entails the evaluation of this research
work, and Section 7 provides the conclusion and the future work of this research.

2 Related Work

2.1 Cloud Server Based Offloading

In (Goudarzi et al.; 2017), they propose a fast hybrid multi-site computation offloading
methodology, which aims to find a feasible offloading solution. The proposed methodology
involves the usage of two algorithms which are the branch and bound algorithm and
the PSO algorithm. The proposed architecture involves three modules namely monitor,
modeler, and decision planner. The monitor collects real-time information about the
mobile phone regarding battery status, CPU utilization, and the transmission rate. The
individual units in the application are analyzed using a weighted relation graph and the
result is given as an input to the decision-making module, which uses the two algorithms
to find a feasible offloading solution.

The focus of the research is offloading to the cloud server and the algorithm helps
in finding a feasible solution in terms of application partitioning and offloading to the
respective cloud server. This offloading mechanism results in adding the transmitting
and receiving time to the total execution time. Performing edge offloading might reduce
this transceiving time and enhances security as well.

(Kwon et al.; 2016) research work focuses on performing offloading to cloud servers
based on the prediction analysis using the proposed algorithm. The proposed mechanism
predicts the energy consumption, memory state, and the CPU utilization of the indi-
vidual units in the application. The individual units are offloaded to the cloud server
and prediction analysis inputs are mapped to those units to predict the above-mentioned
parameters and based on the output obtained, the decision-making module decides on the
offloading of the application during the run-time. To experiment on the proposed mech-
anism, applications such as chess, face detection, and invaders are used, and promising
results are obtained.

The prediction analysis mechanism provides more clarity on what to offload but this
mechanism could involve offloading to edge devices as well to achieve even better results
in the execution time compared to the transceiving time involved in offloading to the
cloud server.

2



(Flores et al.; 2018) research work performs offloading on the cloud server based on
the offloading framework EMCO constructed using the rich datasets regarding the energy
consumption and CPU utilization. Based on the analysis performed by the analysis
module for the method, the offloading is decided. The toolkit produces two output for
local execution and cloud execution when compiling an application and the results from
the cloud execution is cached and the results are instantly sent when the same application
is offloaded. The AutoScaler module in the toolkit enables the cloud resources to be scaled
dynamically based on the requirements of the offloading application.

The granularity of the offloading takes place at the application level and not the
method or thread level. This incurs additional time for the application to be compiled in
the cloud server. Since the research also focuses on the execution time, the edge server
could also be used with the cloud server for smaller transceiving time and better security.

2.2 Edge Devices Based Offloading

In (Saha et al.; 2016), they propose a method to offload the resource-intensive mobile
application to the devices called donors connected in the cloudlet using an algorithm
that takes into consideration the available battery, the availability of the donor device
in the network. The algorithm considers a donor device based on the condition that
the donor device must have more than 40 battery and signal strength of -80db. Also,
the modules in the resource-intensive application are broken down into smaller modules
based and structures into a directed graph based on the dependency level of the modules.
These modules are offloaded to the various donors available and the results are fetched
back.

This research works well for big integer and prime number calculation application,
but real-time applications such as augmented reality and video games will lag because of
the dependency in executing the parent module before executing the child module in the
donor devices. Since the donor devices are also mobile devices, a more feasible solution
would be to offload to the cloud servers, rather than performing the offloading methods
in the donor mobile device due to the resource constrain.

(Elgendy et al.; 2019) research work focuses on performing offloading from mobile
units to mobile edge computing servers with additional security measures while perform-
ing offloading to the edge servers over a wireless medium. An algorithm is developed
which obtains the real-time statistics of the mobile unit and performs the offloading.
The statistics regarding the mobile device are obtained in a tuple containing information
regarding the battery, the number of CPU cycles required data size, and the completion
deadline. Apart from this, the AES cryptographic technique is used on the data that
is transmitted wirelessly. To test this proposed mechanism, a face detection applica-
tion is developed and tested and the experimented shows a promising result in terms of
offloading and security.

For larger applications such as live streaming and video games, it is difficult to employ
this security mechanism. Also, the offloading should extend to cloud servers and the same
security mechanism could be deployed in cloud server offloading.

(Wu et al.; 2018) paper performs the mobile code offloading in edge servers by modi-
fying the unikernal and using a new run-time in the edge servers and measures the
parameters such as execution time, performance, and the energy consumption of the ap-
plication and compares them with the traditional virtual machine and container-based
code offloading. Unlike traditional unikernal which is specialized for one application at a
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time, the proposed rich unikernal will be able to accommodate multiple applications dur-
ing the run time. Traditional android libraries are integrated within the OS used. This
benefits in reduced overhead boot times and compilation time for multiple applications.

Using the ThinkAir framework used for offloading, applications such as Chess game,
face detection, VirusScan, and Linpack benchmarking are executed using offloading in
traditional VM and using rich unikernal and the parameters such as execution time, per-
formance, and the energy consumption are compared and promising results are obtained.
This could be further enhanced if cloud server offloading could be integrated.

(Alelaiwi; 2019) research work focuses on performing offloading based on the response
time obtained from the deep learning model to the fog nodes containing edge devices. The
presented architecture includes fog access points and fog access point controller. Inter
fog communication is achieved by the usage of the evolved packet data gateway which
further connects with the AAA module (Authentication, Authorization, and Accounting
server) to maintain security integrity. Using the prediction time obtained from the deep
learning model, the node with the shortest response time is selected for offloading. The
greedy layer-wise training is provided to the model to predict the future response time
which is based on the input such as capability, memory, and bandwidth of the requests
provided to the model.

Simulation-based results are obtained using MATLAB with the datasets obtained
using the queueing theory. The proposed model is not illustrated with a real-time ap-
plication and the research does not explain the location of the implementation of this
architecture.

(Tao et al.; 2017) research focuses on performing offloading to the mobile edge com-
puting server based on the energy requirements and the CPU utilization of the individual
mobile devices. When offloading for an application is to be performed, the energy re-
quirements for executing the method or the application in the mobile device and the
CPU utilization on the mobile device are known. Based on the status of the mobile
device regarding the battery consumption and the CPU cycles required, the offloading is
decided, and the required capacity is allotted in the edge computing server. Determining
the requirements in the mobile device of the application is a crucial factor in this research
for delegating and executing the task. The experiment in this research is performed by
determining the capacity of the mobile device, the operation is executed, and the capacity
of the edge computing server to allocate resources for multiple mobile devices.

This research work does not provide an algorithm for problem formulation and com-
puting the offloading. No real-time applications were used for this experiment. For a
highly computing-intensive application such as augmented reality and face detection, de-
termining the resources required might not be a feasible solution as the requirements
might change dynamically. Also offloading to cloud might be a more feasible solution to
highly perform resource-intensive methods or applications.

2.3 Cloud Servers and Edge Devices Based Offloading

(Zhao et al.; 2019), they perform offloading to Small Base Stations (SBS) directly and to
Mobile Edge Computing servers (MEC) through wi-fi access points based on the traffic
predictions. A multi-Long Short Term Memory Model (mLSTM) traffic predictor was
constructed and it is used to predict the traffic of the data flow in SBS. The data that is
used for offloading is cached so that when the same offloading is performed second time,
the cached data can be instantly retrieved. The traffic predictor is used to predict the
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traffic flow in the SBS and based on the data cached, offloading priority can be predicted.
Offloading of data with low priority takes place in the MEC through wi-fi access point
and high priority offloading methods takes place in the SBS.

To evaluate the proposed methodology, dataset of usage detail records of a cellular
company from china is used. The traffic prediction and the task delegation for offloading
is tested using this dataset. Real-time applications have not been tested using this meth-
odology. Involving cloud offloading might be a feasible solution to offload highly resource
intensive applications.

(Jungum et al.; 2020) paper focuses on performing application partition for code
offloading using Analytic Hierarchy Process (AHP) and TOPSIS technique. For a highly
resource-intensive application, the partitioning of the application and the task delegation
is based on the weightage obtained for the following parameters such as bandwidth,
performance, availability, and security. AHP technique is used to predict the weightage
of the following parameters and the TOPSIS technique is used to rank the parameters
based on the weightage. Based on the following output, partitioning and task delegation
takes place.

This research paper does not provide an algorithm for the proposed method and does
not perform cloud or edge offloading with real-time applications. Moreover, the predic-
tions should also consider additional parameters such as the feasible network conditions
for cloud and edge offloading and provide a more feasible partitioning strategy.

(Zhou et al.; 2017) paper performs code offloading on the cloud server, edge devices,
mobile ad-hoc devices using various mediums such as wi-fi, wi-fi direct, Bluetooth, and
mobile data based on the status of the mobile device and the availability of the resources.
The context monitor module profiles the program for methods to be offloaded, the net-
work profiler scans the network and checks for the resources available, and the device
profiler checks the statistics of the device in terms of the CPU utilization and the energy
consumption. Based on the output of the context monitor, the algorithm in the decision
engine decides on the offloading location. This research work is compared with the ex-
isting offloading technique ThinkAir based on the execution time, CPU utilization, and
energy consumption.

This research performs offloading based on the annotations for the methods denoted
by the developers. This leaves the overhead on the developers to predict the methods to
be offloaded while building the application.

2.4 NFC and Bluetooth Offloading

(Chatzopoulos et al.; 2020) research work focuses on performing offloading of methods
based on NFC communication protocol. To eradicate the unidirectional communication
in NFC based transmission, Host-Based card emulation is used for bidirectional commu-
nication. With this usage, no tapping is required to perform offloading with multiple data
transfer. The method to be offloaded is sent to the offloadee device and the result is sent
back using this mechanism. The proposed framework is tested with applications such as
NQueens, RSA, face detection, and data transfer. This provides security for the methods
being offloaded and faster transmission of data but leaves the overhead for the devices to
be very near compared to Bluetooth and wi-fi. Also, the offloadee device is required to
be equipped with Host-Based card emulation for bidirectional communication.

(Lin et al.; 2020) research work focuses on performing offloading to other mobile
devices based on the proposed framework known as Circa. The proposed framework
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uses the iBeacon technology in the iOS platform that leverages Bluetooth technology
with added features such as long-distance transmission and fasters transmission of data.
The mobile device that offloads the method, detects the neighboring mobile device with
iBeacon framework which falls under the vicinity of the offloading mobile device. To
ensure the detected mobile device is a reliable connector, the history of the duration of
the mobile device being in the vicinity of the offloading device is considered with the
battery status of the device. The proposed algorithm is framed in such a way where
if the device is trusted to be a reliable connector, the method is offloaded only to that
device and if not, the same method is offloaded to other mobile devices as well which are
detected in the same vicinity.

The proposed framework only works on the iOS platform. Despite offloading, the
processing device is also a mobile device with limited resources so the benefits of of-
floading would be extremely low as we also consider the transmitting and the receiving
time. Furthermore, it would not be a feasible solution to offload highly complex mobile
applications.

2.5 Survey Papers

(Flores et al.; 2014) research performs a survey on the existing offloading techniques with
the cloud, compares them with task delegation. The research experiments by creating
five applications such as Fibonacci series, NQueens, matrix multiplication, quicksort, and
bubble sort and performs offloading across different amazon EC2 instances to check the
execution time. The offloading in those applications is based on annotations which are
dynamically called during the run time. Apart from this, experiment on stenography
is also performed with task delegation and push notifications and it is compared with
annotation-based cloud offloading. Various research works based on cloud offloading and
techniques used for offloading using the API provided by the cloud vendors and protocols
that could be used for offloading are analyzed.

The research work performs a survey and conducts an experiment based on the cloud
offloading focusing on the execution time, but the research did not explore edge offloading
and its potential benefits compared to the cloud offloading.

(Nguyen and Dressler; 2020) research work provides a detailed survey on mobile cloud
computing regarding the application partitioning, profiling the device dynamically, the
existing offloading algorithms, remote procedure calls(RPC) used for offloading to cloud
servers, usage of various types of resources for offloading and the challenges about mobile
cloud computing. The existing works in the device profiling domain such as obtaining
the battery and the CPU status of the mobile device, available network, and bandwidth
conditions, analyzing the application for static and dynamic offloading, providing these
inputs to the decision engine for offloading decision is explained. Furthermore, the ex-
isting algorithms used in the decision engine such as fuzzy control, Bayesian networks,
learning agents, game theory, deep learning, and other such algorithms are explained.
From the research point of view, this research survey will greatly benefit researchers
researching mobile cloud computing.

(Gu et al.; 2018) paper provides a survey on the existing offloading mechanisms
and explains the research works in these domains. Various offloading techniques and
offloading infrastructure such as cloud servers, edge devices, mobile ad-hoc networks, fog
computing are explained with its respective research works. The application profiling
such as collecting the statistics of the running application dynamically and the level of
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granularity in which the application can be offloaded are explained with its respective
research works. Furthermore, the traditional frameworks that are used in offloading such
as MAUI, CloneCloud, ThinkAir, are explained.

Apart from this, real-time applications that have benefited in the past research works
using offloading such as face recognition, chess game, video encoding, speech recognition,
and the challenges about mobile cloud computing are explained.

From the conducted literature review, performing offloading in the previous research
works have been classified into various categories. There have been surveyed papers that
elaborate on the various techniques that can be adopted for offloading. Research works
conducted perform offloading either to the edge devices or to the cloud server. Offloading
has been performed using NFC and Bluetooth to the neighboring devices in the network.
If the offloading is performed using the edge devices and the cloud servers, annotation-
based programming is required to identify the potential candidate for offloading.

The proposed framework uses the state-of-the-art technique in offloading by taking
advantage of both the Edge devices and the Cloud servers and using network profilers to
check for the offloading feasibility and decides on the location of the execution.

3 Methodology

The various research methods that have been adopted in this research work are presented
here. Offloading performed in this research work involves offloading to the edge device
and offloading to the cloud server. The procedure for performing the offloading in both
locations is explained. The evaluation methodology used to evaluate this research work
is briefed.

3.1 Application used for the research procedure

To validate the research proposal Android mobile application is developed for generating
the Fibonacci series and performing image processing. Application is provisioned with
the resource provisioning algorithm. Based on the network connectivity of the mobile
device, offloading decisions are made as prescribed in the algorithm. If the decision is
made for performing local execution, the Fibonacci series is generated locally for the
input number provided.

For the image processing part of the application, 13 images of 5 classifications which
are obtained from kaggle1 are stored locally. The trained model that is used to classify the
images is obtained from github2. This trained model uses the convolution neural network
algorithm. One among the thirteen is chosen for processing and when the classify image
button is clicked, the onClick function checks for the network status of the device and
the data is sent to the edge device or to the cloud server for offloading. 13 images that
are used for image processing are stored in the edge device and the cloud server and the
processed data is sent back to the mobile device in the JSON format and the results are
displayed. Volley API is used for handling the network requests.

1https://www.kaggle.com/hsp6498/waste-dataset
2https://github.com/vasantvohra/TrashNet
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3.2 IP addresses of the machines

In figure 1, the red box denotes the URL of the localhost connection for edge devices.
The condition checks for the availability of the wifi network and if the condition is true,
offloading to edge device takes place. The yellow box specifies the IP address of the cloud
server. In the IF condition, if the edge device is not available, then offloading to the cloud
server takes place through wifi.

Figure 1: Specifying the IP address for the edge device using wifi connection

In figure 2, the yellow box specifies the IP address of the cloud server. The else part
of the condition checks for the availability of the mobile network. If the condition is true,
then offloading to the cloud server will take place. Upon both the conditions being false,
local execution of the tasks will take place.

Figure 2: Specifying the IP address of the cloud server for mobile network

3.3 Offloading to the Edge Device in the network

To perform offloading to the edge device, a jupyter notebook in anaconda navigator is
used. The tool is installed on a laptop that is connected to the same wifi network as
the mobile phone. Flask application is built in the jupyter notebook using python for
compiling the Fibonacci series and image processing. When the scripts are compiled, a
localhost connection is created and waits for the application installed in the mobile device
to send an input to the python scripts using the localhost connection. The input entered
in the mobile application is sent to the edge device in a JSON format.

Once the input reaches the edge device, the python script compiles the code for the
Fibonacci series or image processing and sends the string output to the client device
connected using the localhost. To manage the network requests, volley API is used

8



for sending and receiving of the data. By offloading the input to the edge device, the
computation performed on the edge device with the computational capacity of the edge
device, and the results are sent to the mobile device. This procedure provides faster
processing of data, the transceiving time of the data is also smaller due to the reduced
distance compared to cloud offloading. Security of the data transmission is also enhanced
as the data is offloaded to the nearby edge device using the localhost.

Figure 3: Establishment of a localhost connection

The overall execution time of this model is sending the input to the edge device +
executing the program in the edge device + sending the results back to the mobile device.

3.4 Offloading to the Cloud Server

Offloading to the cloud server takes place when the mobile contains the mobile data
network. Python Machine Learning model is exposed as Rest Service using Flask.Flask
is a lightweight WSGI web application framework. It is designed to make getting started
quick and easy, with the ability to scale up to complex applications.We deploy our model
in EC2 instance as Flask Application. Since Flask framework is not production ready,
we use Gunicorn. The Gunicorn ”Green Unicorn” is a Python Web Server Gateway
Interface HTTP server. It is a pre-fork worker model, ported from Ruby’s Unicorn
project. The Gunicorn server is broadly compatible with a number of web frameworks,
simply implemented, light on server resources and fairly fast. This makes the application
more stable.

Applications hosted in the public domain should be more secure and stable to avoid
unnecessary DDOS attacks. NGINX is a free, open-source, high-performance HTTP
server and reverse proxy, as well as an IMAP/POP3 proxy server. NGINX is known for
its high performance, stability, rich feature set, simple configuration, and low resource
consumption. We use NGINX HTTP server in front of Gunicorn to make our cloud
device more secure and stable. Using the same technique in edge offloading, volley API
is initially used to establish the connection and the data to be offloaded is sent in the
JSON format. In the same way, the results are fetched back. When cloud offloading takes
place, the total execution time is the time taken for the data to be transferred + time
taken for the data to be executed + time taken for the data to be retrieved.

Mobile Device —– NGINX −−−−Gunicorn−−− Flask
Execution of Gunicorn is created as a service for smooth deployment of Flask applic-

ation in cloud.
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3.5 Evaluation methodology

The application is deployed on the mobile device. To evaluate the application, execution
time is considered as the parameter. Since the resource provisioning algorithm decides
on the offloading location based on the network status of the device, the application
is tested in different network status on the mobile device. Three different workloads
on the Fibonacci series and three different images on the image processing part of the
application are used for testing. These workloads are deployed on the edge device and
the cloud server and execution time of these workloads are considered. Apart from this,
the local execution time of these workloads on the mobile device is also considered for
evaluation, and based upon the results obtained the conclusion is drawn.

4 Design Specification

4.1 Resource Provisioning Algorithm

Various profilers are used in the device for achieving an optimal offloading. In this
research, the program profiler and network profiler are used to obtain the context for
offloading. The program profiler identifies the potential candidate to be offloaded and
the network profiler checks the status of the network connectivity. Based on the current
network status of the device, the location for offloading is chosen. IF loops and nested
IF loops are used in the conditions of the algorithm. If the device contains a mobile
data network, then cloud availability is checked and automatically cloud execution takes
place. If mobile data or cloud server is not available, then local execution takes place. If
the device is connected to the wifi network and a potential edge device is available, auto-
matically edge offloading takes place. If the edge device is not available, cloud execution
will be chosen and if both are not available, local execution takes place.

4.2 Workflow of the algorithm

4.3 Architecture diagram of the framework

4.4 Context Monitor

Context monitor contains the program profiler and the network profiler. The program
profiler identifies the candidate that needs to be offloaded. In the Fibonacci series part
of the application, the input given to generate the Fibonacci series is the candidate to
be offloaded. In the image processing part of the application, the image selected is the
candidate to be offloaded. These candidates are identified by the program profiler. The
network profiler checks the network status of the device. The output from the context
monitor is provided as the input to the decision engine.

4.5 Decision Engine

The decision engine contains the resource provisioning algorithm. Based on the output
provided from the context monitor, the decision engine performs the algorithm. Resource
provisioning algorithm is framed in such a way where offloading takes place in cloud
servers when only the mobile data network is available, and offloading takes place in edge
device if the mobile device is connected only to the wifi network. If the edge device is
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Figure 4: Workflow of the algorithm - Activity Diagram

Figure 5: Architecture diagram of the framework - Component Diagram
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not available or busy, then offloading takes place in the cloud server through the wifi
connection. If the mobile is not connected to both the networks, then local execution
takes place.The offloading location and the candidate for offloading are chosen by the
decision engine. The details are sent to the task manager for offloading.

4.6 Task Manager

From the output generated from the decision engine, the tasks manager wraps the Fibon-
acci input number or the image to be classified in a JSON format. On the server-side,
to compile the Fibonacci series or the image processing, python scripts are programmed
on the jupyter notebook in anaconda navigator tool. Once the input is received on the
server-side, the task manager unwraps them and provides them as the input to the py-
thon scripts. It then performs the execution and provides the result. These results are
sent in the JSON format to the mobile device.

4.7 Communication Module

The communication module is responsible for establishing the connection between the
client-side and the server-side. For edge offloading, the mobile device and the edge device
should be on the same network. Using localhost, the connection is established. For both
edge offloading and the cloud server offloading, volley API is used that sends and retrieves
the data in JSON format.

5 Implementation

5.1 Algorithm

Algorithm 1: Resource Provisioning Algorithm

Result: Getdecision(context)
1 programprofiler← methods ;
2 network profiler← resource profiles
3 Inspect network condition
4 if only cell network = available then
5 check cloud availability;
6 if cloud = available then
7 return decision(cloud execution);
8 else
9 return decision(local execution);

10 end
11 else if only WIFI = available then
12 check cloud, edge availability;
13 return decision(edgedevice execution);

14 else if edgedevice = busy then
15 return decision(cloud execution);
16 else
17 return decision(local execution);
18 end
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The resource provisioning algorithm is embedded inside the application. The ap-
plication considers the current network status of the device and arrives at an offloading
decision. Offloading locations such as edge devices and cloud servers are considered when
deciding for offloading. The algorithm is activated once the button for generating the
Fibonacci series or the button for performing the image processing is clicked. Multiple
IF loops are checked and if offloading cannot take place based on the network status of
the device, local execution of the task takes place. This local execution cannot take place
in the image processing section of the application due to the complexity in computation.

5.2 Deployment diagram of the framework

Figure 6: Deployment Diagram
Image Generated From: https://www.lucidchart.com/

The deployment diagram depicts the execution environment of the research framework
including the software and the tools used for executing the application. The mobile
device is connected to the cloud server using the HTTP connection protocol and it is
connected to the edge device using the localhost connection. On the cloud side, the
Nginx web server is used as an execution environment and flask application built using
python is used to process the task. Gunicorn acts as the WSGI (Web Server Gateway
Interface) for forwarding the requests to the application. On the edge device side, the
flask application with Nginx web server is used as the component, and python scripts
are used to process the task forwarded to the edge device and produce the result in the
string format. Localhost connection using the IP address is used to connect to the edge
device if the mobile device and the edge device is connected in the same network. The IP
address of the edge device and the cloud server are posted as an URL in the algorithm
inside the application in android studio for the requests to be forwarded.

5.3 Specification of the experiment environment

The table specifies the specifications of the research environment. To test the proposed re-
search work, devices in three different environments i.e., the local device, the edge device,
and the cloud server are used with various workloads on both parts of the application
i.e., the Fibonacci series and the image processing part of the android application. The
local device used is a Samsung Galaxy S7 Edge mobile device. The edge device used is a
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Specifications of the experiment environment
Specifications Samsung

Galaxy S7
Edge (Mobile
Device)

HP Laptop
(Edge Device)

Amazon
EC2 In-
stance (Cloud
Server)

CPU Octa-core (4*2.3
GHz)

Intel i7 8th Gen 1 vCPUs

RAM 4GB 8GB 1GB
Chipset Exynos 8890 - -
OS 8.0.0 Windows 10 Linux
Tool - Anaconda Nginx, Guni-

corn, Flask
Language - Python Python

HP laptop. Amazon EC2 instance is used as the cloud server. The specifications of the
environments are provided in the above table.

6 Evaluation

To evaluate this experiment, the application is tested with three different workloads for
the Fibonacci series and image processing. The execution takes place on the local device,
edge device, and the cloud server. Based on the execution time taken on the three
environments with three different workloads, the conclusion is drawn. Since the time
taken to execute each workload fluctuates constantly, three readings are taken and the
average of the three readings is considered as the final time consumption to execute the
workloads.

Workloads: The workload for the Fibonacci series is provided in an incremental model
i.e., for each experiment, the input provided to the Fibonacci series increases. For image
processing, from the three categories of images used in this experiment, one image from
each category is used in each experiment. Due to the computational complexity involved
in processing images, it cannot be performed locally. It requires processing either by
offloading to the cloud server or the edge device.

6.1 Experiment 1 / Fibonacci series workload as 3000 and glass
image workload for image processing

The results denote that compared to local execution, offloading to edge devices or the
cloud server drastically reduces the execution time.

Glass image is used for image processing in this experiment. There is not much of a
difference in the time taken between cloud execution and the edge execution. Compared
to edge execution, cloud execution takes lesser time for execution.

6.2 Experiment 2 / Fibonacci series workload as 4000 and paper
image workload for image processing

The obtained results indicate that the execution time when offloading is hugely reduced
when compared to local execution.
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Figure 7: Time taken for 3000 Fibonacci series iterations in three environments

Figure 8: Time taken for Glass Image processing in the three environments
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Figure 9: Time taken for 4000 Fibonacci series iterations in three environments

Paper image is used for image processing in this experiment. There is not much of a
difference in the time taken between cloud execution and the edge execution. Compared
to edge execution, cloud execution takes lesser time for execution.

Figure 10: Time taken for paper Image processing in the three environments

6.3 Experiment 3 / Fibonacci series workload as 5000 and trash
image workload for image processing

The time taken to execute this workload can be calculated in minutes when performing
local execution, but when offloaded, the execution takes place in less than ten seconds.

16



Figure 11: Time taken for 5000 Fibonacci series iterations in three environments

Here, the Trash image is used for image processing. The results depict that the time
taken to execute image processing in the edge device and the cloud server is approximately
the same.

Figure 12: Time taken for Trash Image processing in the three environments

6.4 Discussion

This experiment is performed with three different workloads in the three experiments on
both parts of the application. Based on the results obtained, it can be seen that the
time taken to execute these workloads drastically reduces when offloaded either to the
edge device or to the cloud server. Moreover, offloading to the edge device provides more
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security as data is transceived within the network. The execution time when offloaded to
the edge device is also lower compared to the cloud server due to the vicinity of the edge
device from the proximity of the mobile device. Furthermore, the time taken to execute
the workload in the cloud server can be even more reduced if the EC2 instance of higher
hardware specification is used. Since free tier EC2 instance is used in this research, it
takes more time to execute than advanced EC2 instance.

The execution time is calculated based on the computation time taken for the workload
to be executed in both the edge device and the cloud server. But the results take more
time to be displayed in the user interface of the mobile device than the computation time
as the user interface needs to render a huge amount of result in the application mobile
screen. This rendering time taken for the user interface to display the huge results could
have been calculated, and also the CPU utilization and the battery consumption on three
different environments could have been considered in this research.

7 Conclusion

In this research work, the framework for offloading the computing-intensive part of the
android application is implemented. In this framework, the offloading location is decided
based on the current network status of the device. A laptop in the network is considered
as the edge device and Amazon EC2 instance is used as the cloud server. To evaluate this
experiment, an android application is built with the Fibonacci series and image processing
functionalities. The complex part of the application is offloaded to the edge device and
the cloud server based on the network status of the device. Apart from this, local device
execution of the Fibonacci series and image processing is also performed. The execution
time is considered as a parameter to evaluate.

The obtained results indicate that performing offloading significantly reduces the ex-
ecution time of the complex task as compared to the local execution. This also helps in
reduced CPU consumption and prolonged battery life in the mobile device. This research
framework is a comprehensive improvement in mobile task offloading considering the us-
age of the edge device, cloud server, and local execution based on the network status of
the device.

7.1 Future work

This research work will be further extended to the optimization of the results obtained
from the edge device and the cloud server. Apart from considering execution time as
the parameter, the CPU utilization and the battery consumption is also to be considered
as a parameter for evaluation in validating the result. Furthermore, dividing the task
and concurrently executing the tasks on multiple edge devices for faster processing while
offloading is also planned.
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