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1 Introduction

This configuration manual helps readers to understand the system requirements, setup,
specification of the software, hardware used for the research. It also includes detailed
explanation of required steps need to follow to implement research project: A Proactive
Mechanism To Improve Workload Prediction For Cloud Services Using Machine Learning.

2 System Configuration

2.1 Hardware Specification

• Model: HP Pavilion x360 Convertible 14-dg0xxx

• Processor: Intel(R) Core(TM) i5-8265U CPU @1.60GHz 1.80 GHz

• Operating System: Windows 10

• RAM: 8.00 GB (7.83 GB usable)

• Hard Disk: 256 GB

3 Software Used

3.1 Python Installation

To run the proposed model, to perform necessary operations and get the results Python
Software is used. Downloaded python from https://www.python.org/downloads/

Figure 1: Python Version
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3.2 Loading python libraries

The figure below shows the libraries used in this research. To install all required libraries
please refer below commands.

python -m pip install –upgrade pip
python -m pip install tensorflow
python -m pip install matplotlib
python -m pip install numpy
python -m pip install sklearn
python -m pip install PyWavelets

matplotlib library is used to plot the curves. sklearn is used to model svr algorithm.
tensorflow keras is used to model ANN algorithm and PyWavelets library is used to
perform wavelet transformation.

Figure 2: Python Libraries Used

4 Data Generation and Pre-processing

4.1 Data Generation

For this research we have created synthetic data by combining periodic wave functions
and pseudo randomness. This data generation system can be tweaked to model any kind
of situation, high/low randomness, vary the period etc. File data generator.py is used to
generate the load signal. This generated load signal represents the incoming load on the
system and this load can be anything ranging from user requests, processing load etc.
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Figure 3: Data Generator

4.2 Data Loading and Pre-processing

For Data loading process, load.py is responsible for loading, generated data and splitting
it into rows of 100 values. In pre-processing using data preprocess.py, data is loaded and
divided time series into chunks of 100 values and dividing the 100 values in 90 inputs and
10 output. This stage is pre-processing without wavelet transformation.
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Figure 4: Data Loading

Figure 5: Data pre-processing

5 Proposed Model Implementation

5.1 Wavelet Transformation

In this step the input signal is divided into 2 components cA and cD using discrete
wavelet transformation. cA represents low frequency components where as cD represents
high frequency components. DWT Haar is the simple way of implementing WT and we
have used the same in the process of wavelet transformation. wave transform.py this is
the class to encapsulate the splitting operation. data process with wt.py this module is
responsible for the data pre-processing with the discrete wave transformation.

Figure 6: Wavelet Transformation
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Figure 7: Data processing with Wavelet Transformation

5.2 Combining SVR + ANN

In this step, svr model is used to predict the low frequency variations in the system.
cA is applied to SVR algorithm. SVR kernel ’rbf’ is used and it is trained on the cA
component of the wave. SVR alorithm is defined in composite svr.py.

Figure 8: SVR module

In this step, ANN model is used to predict the low frequency variations in the system.
cD is applied to SVR algorithm. ADAM optimiser is used in this algorithm. Created the
ANN model using tensorflow 2x keras library and it is trained on cD component of the
wave. ANN algorithm is defined in composite ann.py.
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Figure 9: ANN module

5.3 Inverse Wavelet Transformation

To reconstruct the predicted signal to the original signal this step is followed. reconstruc-
tion is done in wave transform.py.

Figure 10: ANN module
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5.4 Results

Prediction is done on split data after Wavelet transformation and MSE and RMSE is
calculate using predicting and test data that we have. Refer benchmark composite.py
where we have calculated results and plotted original and prediction curve.

Figure 11: SVR + ANN Results
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6 Simple SVR Model

The generated data after loading and pre-processing without applying to the wavelet
transformation phase, directly being used and applied to the simple svr module. Predicted
values using original input signal and calculated MSE and RMSE is calculated using
prediction and test data that we have used. Refer benchmark svr.py where we have
calculated results and plotted original and prediction curve.

Figure 12: Simple SVR model Results
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