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1. Introduction 
 

This configuration manual will provide in depth information about configuration and 

implementation of these Research Project which includes system specifications and 

software requirements. Python is used for Traditional Machine Learning whereis 

Hadoop Spark framework and Pyspark language is used for classification of threats in 

IDS using Distributed Machine Learning Techniques. 
 

2. Project Setup 

 
Figure 1: Project Setup 

 

2.1 System Requirements 
Ubuntu Server (Master) Ubuntu Server (Slave01) Ubuntu Server (Slave02) 

4 GB RAM 4 GB RAM 4 GB RAM 

40GB HDD 40GB HDD 40GB HDD 

Number of Processor 2 Number of Processor 2 Number of Processor 2 

Number of Cores per 

Processor 2 

Number of Cores per 

Processor 2 

Number of Cores per 

Processor 2 

Network Adapter: NAT Network Adapter: NAT Network Adapter: NAT 
Table 1: System Requirements 
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3. Software and Tools Used 
• VMWare Workstation 15.0 Pro 

• Anaconda 2020 

• Python 3.8 

• Jupyter Notebook 6.0 

• Pyspark 
 

4. Configuration Steps 
Below are the steps followed for Hadoop Distributed File System (HDFS) installation 

and configuration:- 
 

Step 1: Installation of Java JDK version 8.  

Command: sudo apt-get install openjdk-8-jdk 

 
Figure 2: Validate Java Version 

 

Step 2: Creating a user for Hadoop group whose name is hduser. 

 
Figure 3: Created hduser 
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Step 3: Add all hostname and IP addresses in /etc/hosts file 

Command: vim /etc/hosts 

 
Figure 4: Entry of hosts in /etc/hosts file 

 

Step 4: Install OpenSSH and Share SSH public key to other machines  

Command: sudo apt-get install openssh-server 

 
Figure 5: Generate and share SSH public key 

 

Step 5: Global variable JAVA_HOME, HADOOP_HOME, SPARK_HOME in 

.bashrc file.  

 
Figure 6: .bashrc file 
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Step 6: Install Hadoop and verify $HADOOP_HOME.  

Command: sudo wget https://archive.apache.org/dist/hadoop/common/hadoop-

3.2.0/ 

 
Figure 7: Install Hadoop 

 

Step 7: edit hadoop-env.sh file which is located at /hadoop/etc/hadoop/. 

Command: vim /hadoop.hadoop-env.sh 

 
Figure 8: hadoop-env.sh 
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Step 8: Make directories and provide permissions for Hadoop hduser. 

 
Figure 9: Permission for Hadoop hduser 

 

Step 9: Installation of Spark (Master and Slaves).   

Command: 

sudo wget https://mirrors.estointernet.in/apache/spark/spark-3.0.0/spark-3.0.0-

bin-hadoop2.7.tgz 

sudo tar -xzvf spark-3.0.0-bin-hadoop2.7.tgz 

 
Figure 10: Spark Install 
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Step 10 to 14: Modification in Hadoop main config (xml) file. 

 
Figure 11: List of Hadoop Configuration File 

 
 

Make changes in core-site.xml file under /usr/local/Hadoop/etc/Hadoop directory. 

Command: vim core-site.xml 

 
Figure 12: core-site.xml 
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Make changes in hdfs-site.xml file under /usr/local/Hadoop/etc/Hadoop directory. 

Command: vim hdfs-site.xml 

 
Figure 13: hdfs-site.xml 

 

 

Make changes in mapred-site.xml file under /usr/local/Hadoop/etc/Hadoop directory. 

Command: vim mapred-site.xml 

 
Figure 14:  mapred-site.xml 
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Make changes in yarn-site.xml file under /usr/local/Hadoop/etc/Hadoop directory. 

Command: vim yarn-site.xml 

 
Figure 15: yarn-site.xml 

 

 

5. Data Processing and Visualisation of Dataset 
Data set contains 23 different types of attack which can be mapped in 4 various 

categories i.e Dos, User to root attack (U2R), Remote to local attack (R2L) and 

probing attack. Also, prepared column data which include protocol types and flag. 
 

 

 
Figure 16: Data Processing 
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Figure 17: Data Visualisation 

 

6. Implementation and Validation by Hadoop GUI portal 
• Command for loading data in Hadoop 

Command: hadoop fs -put *.csv /IDS_data 

 
Figure 18: Command for loading data in Hadoop 

 

• Starting Hadoop (HDFS) 

Command: start-dfs.sh 

 
Figure 19: Command for satring Hadoop  

 

• Starting Spark for Master and Slaves (User: hduser) 

Command: start-master.sh 

 
Figure 20: Command for starting Spark 
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• Hadoop GUI portal ( http://ip_address:9870 ) 

 
Figure 21: Hadoop GUI Portal 

 

• Data Node information of Slave01 and Slave02 ( http://ip_address:9870 ) 

 
Figure 22: Data Node Information 

 
 

• Validating Spark GUI portal and Justification of Slave - Masters 

connection (http://ip_address:8080) 

 
Figure 23:  Spark GUI Portal 
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• Job completed by logistic regression algorithm. ( http://ip_address:8080) 

 
Figure 24:  Spark Logistic Regression 

 

7. Steps for executing command to analyse output. 
• Execute python file data_processing.py.  

python3 data_processing.py 

 

After executing data_processing.py. It will create 1k, 10k, 1L and 10L csv. These 

files used in to analyse Logistic Regression, Naïve Bayes and Random Forest results. 

 

List of Algorithm used: 

 
Figure 25:  Algorithm Scripts 

 

To perform every algorithm output, I must define 1k, 10k, 1L and 10L csv file to see 

result individually for both machine learning techniques. As per below snapshot: 
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 Figure 26:  Define sample data file in Algortithm 

 

 
  Figure 27:  All in one snapshot to start Hadoop and spark 

 

• Execute below command to run algorithm in tradition machine learning. 

python3 spark_log_reg.py  

• Execute below command to run algorithm in distributed machine learning 

spark-submit --master spark://192.168.115.147:7077 --executor-memory 2G 

spark_log_reg.py 

• After that, analyse and compare the result for all algorithm i.e Logistic Regression, 

Naïve Bayes and Random Forest for 1k,10k,1L and 10L sample data. 
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