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1 Introduction

This configuration manual provides the details of the proposed work and model used for detecting
malware using machine learning algorithms like Multinomial Naive Bayes (NB), Support Vector
Machine (SVM) and Random Forest (RF).The proposed system extracts feature from. APK files and
training is given for supervised learning. Different ML models like Multinomial Naive Bayes,
Random Forest and SVM are used as prediction models. With these ML techniques a framework is
realized to have provision for protection of malware in Android devices or applications. The
proposed solution continues giving support with increased quality. The review of literature [1], [2],

[3], [4], [5] showed the utility of the machine learning algorithms.

2  System Configuration

This section provides an overview of the system used for the implementation of this model.

Hardware Specification

This project is developed using a laptop running Windows 10 operating system. The system

specifications are as shown in Figure 1.

Windows edition

Windows 10 Home Single Language

2 2019 Micresoft Corporation. All rights reserved. == Wi n d OWS 1 O

System
Processor Intel(R) Core(TM) i5-4210U CPU @ 1.70GHz 240 GHz
Installed memory (RAM)  4.00 GB (3.89 GB usable)
System type: £4-bit Operating System, x64-based processor
Pen and Touch: Mo Pen or Touch Input is available for this Display




Figure 1: Hardware specification of system with Windows 10 OS



3 Software Specification

This section describes details of the tools and technologies used while developing the

project.
Tool Version Description
Python Language® 3.6 It is used to implement the
project.
Spyder? 3 It is the IDE used to
implement the project
coding.

Table 1: Tools used in this model

thttps://www.anaconda.com/

2https://www.anaconda.com/
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4 Working

This section illustrates step by step procedure used for setting up the proposed model and

demonstrates itsworking.

Softwarelnstallation
Python anaconda is installed that supports both P

https://www.anaconda.com/

Implementation
After installing Anaconda
1. Open Anaconda
2. Open Spyder IDE
3. Open all source files of the project.
4. Run main.py
To run the project:
1. Spyder IDE

2. File > Open > Go to folder where source ¢

Execution of Detection Models

ython language and also Syper IDE.

ode is - choose all .py files to open.

constants. py data_deaner.py data_reader.py extract.py main.py @ model.py

£ [ Console 1/a B

utils. py

1 import argparse

2 import sys

3 import time

4 from pathlib import Path

5
6 from sklearn import ensemble

7 from sklearn import linear_model

3 from sklearn import naive_bayes

9 from sklearn import svm

18 from sklearn.model_selection import KFold, StratifiedKFold

12 import constants as const
13 import data_cleaner as dc
14 import data_reader

15 import model

16 import utils

18 ClassifierMap = {

19 "mnb": [naive_bayes.MultinomialNB(), "MultinomialNB"],

"bnb™: [naive_bayes.BernoulliNB(), "BernculliNB"],

"sgde”: [
linear_model.5GDClassifier(max_iter=188@, tol=le-3, n_jobs=-1),
"saDClassifier”,

¢ [svm.LinearSVC(C=0.1, max_iter=2@@@), "LinearsvC"],
[svm.SVC(kernel="poly", degree=3, gamma="auto"), "SWM’'

1.
t [ )

ios

A& Run configuration per file

Select a run configuration:

F:\Foreign Works (from 15 Apr 2015)\Ireland (2019 & 20)\Kaleem References Mev *

Console
@ Execute in current console
(O) Execute in a dedicated console

(0) Execute in an external system terminal

General settings
[] Remove all variables before execution
[] pirectly enter debugging when errors appear

Command line options: mnb

Working Directory settings

(®) The directory of the file being executed
() The current working directory

(O The following directory:

Figure 2:Execution of Android malware detection system with Multinomial Naive Bayes model

As presented in Figure 2, the execution of the Android malware prediction model is made with
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command line argument “mnb”. Based on the argument, the ClassifierMap function in invoked and

corresponding model is applied to

the dataset in order to achieve Android malware detection.

constants.py

data_deaner.py data_reader.py extract.py main.py £

model,py

utils.py

@ [ Consoe 1/a B

2
3
5
8
9
a
12
13
15

W= @

]

J R RN ORI MR R R

a

import argparse
import sys

import time
from pathlib import Path
from sklearn
from sklearn
from sklearn
from sklearn
from sklearn.

ensemble

linear_model

import naive_bayes

import swm

model_selection import KFold, StratifiedkFold

import
import

impeort constants as const
import data_cleaner as dc
14 import data_reader
import model
16 import utils
ClassifierMap = {
"mnb": [naive_bayes.MultinomialNB(), "Multi ialNB"],
"bnb": [naive_bayes.BernoulliNB(), "Bernoulling"],
"sgde”:r [
linear_model.5GDClassifier(max_iter=1088, tol=le-3, n_jobs=-1),
"saDClassifier”,

: [svm.LinearSWC(C=@.1, max_iter=288@), "LinearsvC"],

": [svm.SVC(kernel="pcly", degree=3, gamma="auto"}, "SVM"],
" [

ncamhl 4 1

ifianin actd 1888 0 dohcoo1)

# Run configuration per file

Select a run configuration:

F:\Foreign Works (from 15 Apr 2015)\Ireland (2019 & 20)\Kaleem References Nev

Console
@ Execute in current console
() Execute in a dedicated console

(©) Execute in an external system terminal

General settings

[[] Remave all variables before execution

[] Directly enter debugging when errors appear
Command line options:

Working Directory settings

(@) The directory of the file being executed
() The current working directory

() The following directory:

svm

Figure 3: Execution of Android malware detection system with SVM model

As presented in Figure 3, the execution of the Android malware prediction model is made with

command line argument “svm”. Based on the argument, the ClassifierMap function in invoked and

corresponding model is applied to the dataset in order to achieve Android malware detection.

constants.py

data_deaner.py data_reader.py extract.py main.py @

model.py

utils.py

&% [ Console 1a[E)

3
5
8
a
10
12
13
15

[
WRE®.on

RIRR R R RS R R

oo

import argparse
import sys

import time
from pathlib import Path
from sklearn
from sklearn
from sklearn
from sklearn
from sklearn.

ensemble

linear_model

import naive_bayes

import svm

model_selection import KFold, StratifiedKFeld

import
import

import constants as const
import data_cleaner as dc
import data_reader
import model
import utils
ClassifierMap = {
"mnb": [naive_bayes.MultinomialNB(), "MultinomialNB"],
"bnb": [naive_bayes.BernoulliNB(), "Bernoullinz"],
"sgdc": [
linear_model.SGDClassifier(max_iter=1@@@, tol=le-3, n_jobs=-1),
"SGDClassifier”,

": [swm.LinearSVC(C=8.1, max_iter=2888), "Linearsv("],
"r [svm.SVC(kernel="poly", degree=3, gamma="auto"), "swM"],
e [

4 Run configuration per file

Select a run configuration:

F:\Foreign Works {from 15 Apr 2015)Yreland (2019 & 20)\Kaleem References Nev

Console
@ Execute in current console
() Execute in 3 dedicated console

() Execute in an external system terminal

General settings
[1 remove all variables before execution
[ pirectly enter debugging when errars appear

Command line options:

Working Directory settings
(®) The directory of the file being executed
(") The current working directory

(") The following directory:

=

Figure 4: Execution of Android malware detection system with RF model

As presented in Figure 4, the execution of the Android malware prediction model is made with

command line argument “rf’. Based on the argument, the ClassifierMap function in invoked and

corresponding model is applied to the dataset in order to achieve Android malware detection.
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Figure 5: Result of SVM execution

As shown in Figure 5, SVM execution results are shown.

Name ified

@ dota_cleancr.py reddy

model.py reddy

plot.png 12:16 reddy
8/16/2020 12:22 reddy
8/16/2020 12:13 reddy

5 reddy

fiertap
nb": [na
“bnb": [na

Execution Time

Plotting learning cu

IPython console  History

Figure 6: Results of Multinomial NB

As shown in Figure 6, Multinomial NB execution results are shown.
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Figure 7: Results of RF

As shown in Figure 7, RF execution results are shown.
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