
 

 
 

 
 
 
 
 
 
 
 
 
 
 

Configuration Manual: Early Diagnosis of 
Parkinson’s Disease Progression  

 
 
 
 
 

MSc Research Project  
Data Analytics 

 
 
 

Dharesh Vadalia  
Student ID: x18192076 

 
 
 

School of Computing  
National College of Ireland 

 
 
 
 
 
 
 
 
 
 
 

Supervisor: Prof. Christian Horn 



 

 

 
National College of Ireland 

MSc Project Submission Sheet 
School of Computing 

 
 

 
Student Name: 

 
Dharesh Vadalia 

 
Student ID: 

 
X18192076 

 
Programme: 

 
Master of Science - Data Analytics 

 
Year: 

 
2020 

 
Module: 

 
M.Sc. Research Project 

 
Supervisor: 

 
Prof. Christian Horn 

Submission Due 
Date: 

 
17/8/2020 

 
Project Title: 

 
Configuration Manual: Early diagnosis of Parkinson’s Disease 
Progression 

Word Count: 
 
2006 

 
Page Count: 

 
 14 

 
I hereby certify that the information contained in this (my submission) is information 
pertaining to research I conducted for this project.  All information other than my own 
contribution will be fully referenced and listed in the relevant bibliography section at the 
rear of the project. 
ALL internet material must be referenced in the bibliography section.  Students are 
required to use the Referencing Standard specified in the report template. To use other 
author's written or electronic work is illegal (plagiarism) and may result in disciplinary 
action. 
 
 
Signature: 

 
Dharesh Vadalia 

 
Date: 

 
17th August 2020 

 
PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 
 
Attach a completed copy of this sheet to each project (including multiple 
copies) 

□ 

Attach a Moodle submission receipt of the online project 
submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, 
both for your own reference and in case a project is lost or mislaid.  It is 
not sufficient to keep a copy on computer.   

□ 

 
Assignments that are submitted to the Programme Coordinator Office must be placed 
into the assignment box located outside the office. 
 
Office Use Only 
Signature:  
Date:  
Penalty Applied (if applicable):  

 



 

 
 

 

1 

Configuration Manual 
 

Dharesh Vadalia  
x18192076  

 
 

 

1 Introduction 
 

The configuration manual outlines the description of step by step process involved in 
environmental setup for this research project and the implementation of this project, which is 
motivated to identify the rate of progression in Parkinson’s Disease patients based on their 
baseline assessment characteristic. Configuration manual includes the information about the 
programming language used, necessary library packages and system configuration details. 
Document also discusses the results obtained from different tests scenarios, plotted info 
graphics and outputs of evaluation metrics used in this research.  
 
2 Specification for Environment Setup 
 

2.1 System Specifications 
 
Implementation of this project is carried out on Google Collaboratory (Colab). It is an open 
source online platform build on top of Jupiter Notebook, which allows users to run python 
programs on Google servers and leverages high end GPU’s and TPU’s free of cost for 
implementing machine learning model. 
 

2.2 Technical Specifications 
 
For implementation of this project Python 31 programming language is used. Following 
packages of Python are used in execution of project: 

• Pandas 1.1.02 

• Numpy 1.19.13 

• Scikit-learn 0.23.24 

• Keras 2.3.05 

• Matplotlib 3.3.16 

 
 
1 https://www.python.org 
2 https://pandas.pydata.org/ 
3 https://numpy.org/ 
4 https://scikit-learn.org/stable/index.html 
5 https://keras.io/ 
6 https://matplotlib.org/ 
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• Tensor flow 2.3.07 

• pypmi8 

2.3 Data Source 
 
The data for implementation of the project is collected from the Parkinson’s Progression 
Markers Initiative (PPMI)9 organisation funded by Michael J. Fox Foundation. PPMI pioneers 
in the collection and management of clinical data of PD the patients for the purpose of research 
in area PD diagnosis. This comprehensive set of clinical data is maintained in a public 
repository of PPMI which is made available to researchers on request for study purposes. Data 
is fetched from the repository via API call using fetch methods defined in ‘pypmi’ library to 
communicate with PPMI data repository. 
 
 
3 Implementation 
 
This section elaborates the steps performed for end to end implementation of proposed project. 
Providing understanding over the techniques employed for data preparation and feature 
engineering, feature extraction and modelling of classification algorithms. 
 

3.1 Necessary Library Imports    
 

 
 

Figure 1: Necessary Libraries  
 
 
 
 

 
 
7 https://www.tensorow.org/install/ 
8 https://pypmi.readthedocs.io/en/latest/index.html 
9 http://www.ppmi-info.org 
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3.2 Data Loading and Pre-processing 
 
Download data from PPMI repository via fetch_studydata() API function of  pypmi library. 
**Note: In case of poor network connection API connection may timeout while downloading 
the dataset. In such case re-run the line of code. Download file size is approx. 20 MB 
A Dictionary is created with important covariates which are to be extracted from downloaded 
.csv files. Each .csv file represents different pre-clinical assessment test conducted to access 
patient’s condition against biomarkers of Parkinson’s Disease. Data is loaded into separate data 
frame for each selected clinical assessment. 
 

 
 

 
 

 
 

Figure 2: Data loading and Pre-processing 
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3.3 Exploratory Data Analysis  
 
Detailed analysis of fetched data is conducted to obtain better understanding on characteristic 
and quality of fetched data. 
 
 

 
 

 
 

Figure 3: Process of clustering PD cases based on risk of progression 
 
 

From above visualisation, it can be inferred that as we move towards last visit of assessment, 
steep decline in number of participants can be seen. Also, for various tests are not mandatory 
to be conducted during each visit. Therefore, based presented data instead of selecting each 
visit, specific visits with most test data is selected. That is BL, V02, V04, V06, V08, V10, V12. 
Records of data for all the essential covariates identified in selected list of clinical assessment 
is merged over unique index key defined on patient id (PATNO) and visit id (EVENT_ID) for 
the filtered list of patients. 
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Figure 4: Process of clustering PD cases based on risk of progression 
 
 
Above bar graph represents the category of participating patients. It can be inferred that most 
of the participants fall under Healthy Control (HC) and Parkinson’s Disease (PD) category. 
Thus, we will consider records from these two categories for training model. 
 

3.4 Feature Engineering 
 
 
STEP 1: Time Series Vectorisation & Imputation 
 
Below steps are performed to Vectorise time series data into one series, that is patient’s data 
from each visit and handle missing values using interpolate() function10. Vectorisation 
technique eliminates looping hops, generating better performing model and reduces the 

 
 
10 https://scikit-learn.org/stable/modules/impute.html 
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computation load by 20 to 30%. In this technique data points of each covariate from every visit 
of patient is pivoted against its unique patient ID, creating a single row of record for each 
patient ID. 
 

 

 
 

Figure 5: Code base for vectorizing time series data and imputation  
 
 
STEP 2: Normalisation\Standardisation 
 
Normalisation\Standardisation11 techniques are adopted to uniformly scale data points. As 
different covariates in dataset are measured on different scales and thus do not contribute 
equally during training of machine learning model, which might end up creating a bias. 

 
 
11 https://scikit-learn.org/stable/modules/preprocessing.html 
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 Figure 6: Output from Min-Max Normalization 
 
Min-Max normalisation technique is performed to scale value of data points between 0 and 1. 
 

3.5 Dimensionality Reduction 
 
Dimensionality reduction12 techniques are adopted to scale down the number of covariates, 
dimensionality reduction technique is applied to group correlated features into new component 
vectors and prevent loss of information. Two techniques are compared for the purpose of study, 
Principle Component Analysis (PCA) and Nonnegative Matrix Factorization (NMF). PCA 
which tends to group both positively as well as negatively correlated components together (Ian 
Goodfellow, Yoshua Bengio, 2016). Whereas, NMF tends to find patterns among variable with 
the same direction of correlation. 

 

 

 
 

Figure 7: Output from PCA and NMF Dimensionality Reduction technique 

 
 
12 https://scikit-learn.org/stable/modules/decomposition.html 
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Figure 8: Scatter plot from PCA and NMF vector components  
 

3.6 Unsupervised Clustering  
 
Clustering based on Gaussian Mixture Modelling (GMM)13 techniques generates data 
clusters by grouping similar data points based on their feature and correlation between the 
points. In proposed design data points are grouped into 3 clusters, where each cluster defines 
the risk of PD progression among the patient. These clusters are marked as Low, Medium and 
High referencing to progression rate. 
 

 
Figure 9: Process of clustering PD cases based on risk of progression 

 
 
13 https://scikit-learn.org/stable/modules/preprocessing.html 
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Figure 10: Process of clustering PD cases based on risk of progression 

 
Comparative representation of resultant clusters generated by GMM model for both 
dimensionality reduction technique. NMF is best suited for clustering with non-negative 
gaussian data. PCA it is ideal for pattern recognition and dimension reduction. 
 

3.7 Modelling and Training  
 
For the purpose of study, a comparative study on various classification algorithm is conducted 
to determine the classification accuracy on this dataset. List of selected models are: Nearest 
Neighbours, Support Vector Machine (SVM), Decision Tree, Random Forest Classifier, 
AdaBoost, XGBoost, Multilayer Perceptron learning (MLP) 
 
• Step 1: Split into Train/Test data 
 
Labelled baseline characteristic dataset is split into test and train set with split ratio of 0.2, for 
training and validation of built models.  
 

 
 

Figure 11: Code logic to slit into train and test set 

  
Clustering based on PCA component vectors Clustering based on NMF component vectors 
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• Step 2: Training Tradition Classification Models  
 

 
 

Figure 12:  Code logic for training classification 
 

• Step 3: Multilayer Perceptron Learning Model 
 
After testing various structural combinations of layers and hyper-parameters, adopted state of 
art delivers model with best performance. In order to improve performance regularisation using 
Dropout layers are added and activation function ReLu and SoftMax are used in the structured 
model. 
 

 

 

 
 

Figure 13: Output for deigned ML model architecture  
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Early stop function is assigned to training function to monitor the training rate and prevent 
overfitting. Model checkpoint saves model at every stage of improvement to deliver best 
performing model as resultant. 
 

 

 
 

 
Figure 14: Learning curves for MLP model 

 
From train and validation accuracy plot it can visualise that both curves show improvement 
with each epochs and progress close to each other this shows model is a good fit and we are 
not overfitting the data. Also, with increasing number of epochs accuracy of model is also 
improving steadily. From train and validation losses curve, it can be visualised that training 
and validation loss is decreasing with each epoch. 
 
  
4 Evaluation 
 
Models are evaluated over various evaluation metrics studied from (Kuhn and Johnson, 
2013): 
 
1. Matthews Correlation Coefficient:  MCC score measures prediction of accuracy for 

each class in multi class classification model. 
2. Precision:  Precision is the measure to calculate ratio of true positive to the number of 

predicated positive results. 
3. Recall:  Recall is the measure to calculate proportion of true positive with respect to all 

possible relevant data.  
4. F1-Score:  F1-Score gives the harmonic mean from precision and recall values and is 

also called as f1 measure. Higher the F1-score better is the model performance. 

Trained on PCA Component Vectors Trained on PCA Component Vectors 
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5. Confusion Metrix:  Confusion matrix results in number true positive prediction and miss 
classifications made by trained model for each class in multi class classification scenario. 

 

 

 
 

Figure 15: Output from prediction of Test set data using MLP model 
 
Above code block labels predicted values against actual values for the purpose of comparison 
and applying evaluation metrics over MLP the model. 

 

 

 
Figure 16: Performance comparison of all models 
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In this research, performance of 7 different models are compared. Based on thorough 
evaluation of model with optimal selection of hyper parameters. Best performing model 
identified is SVM model with classification prediction accuracy of 87%. 
 
 

 
Figure 17: Result of various evaluation metrics from SVM model 

 
 

Results from various evaluation metrics states that SVM model is capable to classify class of 
PD progression with 87% accuracy. Also, with good precision and recall score, MCC score of 
0.82 state that model has good prediction accuracy for each individual class. 
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Figure 18: Confusion Matrix plot for test set prediction by SVM model 
 
Above matrix plot is a confusion matrix. Plotted to visually understand the true positive 
classification and miss classifications in each class. 
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