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1. Project Directory details:

— Jupyter

DEIECLIEIMS WO PETIUNT dCuons On e,

[J0 | ~ BB/ ResearchProject_Python_Latest
O

& execute_program.ipynb

O adaboost_dct_honey.pkl

o0 adaboost_dct_meat pkl

O adaboost dctumap meat

O 0 adaboostdct__orig_olive pkl

[ Dadaboosldct_lda_honey.pkl

0 0 adaboostdct_lda_olive pkl
[ Badaboosldct_orig_honey.pkl

[ Badaboosldct_pca_honey.pkl

O adaboostdct_pca_meat. pkl

O 0 adaboostdct_pca_olive pkl

O adaboostdct_umap_honey pkl
O 0 adaboostdct_umap_olive pkl

[ Badabooslsvm_lda_meat.pkl

0 0 createEmbeddings . py

0 datasetsSplitTrainTestVal py

D datasetsVisualizations.py

O honeydata.csv

O 3 hyperparam csv

o B Implementation.py

O [ meats txt

O O oliveoils txt

] O Options.py

O 0O randomforest honey pkl
O O randomforest_olive

O [ rf_meat.pki

o0 trainClassifiers.py

Project Directory name : ResearchProject_Python_Latest (in the screen print above)
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The Project comprises of 6 python files, 3 datasets files, 1 file containing hyperparameters and
15 files containing saved pre-tramned model objects. All these files are present 1in the project
directory name mentioned above as shown 1n the screen print. Below are the file details.

Python Code files (6 files):
1. Implementation.py
2. datasetsSplit TrainTestVal.py
3. createEmbeddings.py
4. trainClassifiers.py
5. datasetsVisualizations.py
6. Options.py
Datasets (3 files):

1. meats.txt
2. oliveoils.txt
3. honeydata.csv

Hyperparameter (1 file):

1. hyperparam

Pre-trained model objects (15 files):

1. adaboost_dct_meat.pkl, adaboostdct_pca_meat.pkl, adaboostsvm_lda_meat.pkl,
adaboost_dctumap_meat and rf_meat.pkl.

2. adaboost_dct_honey.pkl, adaboostdct_lda_honey.pkl, adaboostdct_orig_honey.pkl,
adaboostdct_pca_honey.pkl and adaboostdct_umap_honey.pkl.

3. adaboostdct__orig_olive.pkl, adaboostdct_lda_olive.pkl,adaboostdct_pca_olive.pkl,
adaboostdct_umap_olive and randomforest_olive

2. Intructions to execute the program :

1. Launch the Jupyter and navigate to the project directory -
ResearchProject_Python_Latest containing all the python files and dataset files.

2. Click on new button and create a new notebook with Python 3. This will open a
new Jupyter notebook. Name this notebook as execution_program as shown in
below screen shot highlighted n yellow.



~ Jupyter

Files Running Clusters
Select items to perform actions on them.

[Jo ~ | =/ ResearchProject_Python_Latest
(]

[[] & execute_program.ipynb

O [ adaboost_dct_honey pkl

O [ adaboost_dct_meat pk

] O adaboost_dctumap_meat

[} 0 adaboostdct__orig_olive pkl

[ [ adaboostdct_Ida_honey.pkl

O [ adaboostdct_|da_olive pkl

(] 0 adaboostdct_orig_honey pkl

O O adaboostdct_pca_honey.pkl

[} 0 adaboostdct_pca_meat pkl

O 0O adaboostdct_pca_olive.pkl

] O adaboostdct_umap_honey.pkl

(] 0 adaboostdct_umap_olive. pkl

O 0 adaboostsvm_|da_meat.pkl

O D createEmbeddings.py

M [3 datasetsSnlifTrainTastVal nv

3. In an execution_program notebook page, in a cell, enter the command- %load
Implementation.py and click on Run button and execute the cell containing: %load
Implementation.py

4. All the code m the file Implementation.py 1s loaded in the cell as shown in below
screen print.

: Jupyter execute_program Last Checkpoint: Last Monday at 17:38 (autosaved)

File Edit View Insert Cell Kernel Widgets Help

B+ = & B 4 ¥ MHRin B C W code v =

In [5]: # Zload implementation.py
#!/usr/bin/env python

# In[20]:

import numpy as np
import pandas as pd
from sklearn.ensemble import AdaBoostClassifier, RandomForestcClassifier

get_ipython().run_line_magic( ‘matplotlib’, 'inline")
import matplotlib.pyplot as plt

from mpl_toolkits.mplot3d import Axes3D

import seaborn as sns

from sklearn import preprocessing

import import_ipynb

import datasetsSplitTrainTestval

from datasetsSplitTrainTestval import *
import trainclassifiers

from trainClassifiers import *

import datasetsVisualizations

from datasetsvisualizations import *

from sklearn.metrics import confusion_matrix,precision_score,recall_score,f1_score,classification_report
from sklearn.metrics import accuracy_score
from sklearn.metrics import roc_auc_score

get_ipython().run_line_magic('load_ext', 'autoreload')
sat inmvihon()_run line magic('reload ext'. 'antorelnad')




5. Click on the run button and execute the cell containing the loaded code from
Implementation.py.

6. All the execution results are visible at the bottom of Jupyter notebook
Visualization graph

e (lassification Report

e Accuracy bar graph

e ROC-AUC score bar graph

: Jupyter execute_program Last Checkpoint: Last Monday at 17:38 (autosaved) # Logor
File Edit View Insert Cell Kemel Widgets Help Trusted | Python 3
+ 32 A B 4+ ¥ MWRin B C W Code v

#ROCAUC score plot meat,honey and olive oil datasets, for each possible combination of classifier and dimension reduction method.
metrics_barplot(df_rocauc_combined)

UMAP (left) vs T-SNE (right)
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#ROCAUC score plot meat,honey and olive oil datasets, for each possible combination of classifier and dimension reduction method.
metrics_barplot(df_rocauc_combined)
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Training on dctadaboost pca reduced data took ©.02s
Training on svmadaboost lda reduced data took ©.08s
Training took 6.68s

(35,) (35,)

CLASSIFICATION REPORT ON MEAT DATASET FOR dctadaboost on original dataset

precision recall fi1-score  support

chicken 1.00 1.00 1.00 6
turkey 1.00 0.38 0.55 8

pork 1.00 1.00 1.00 6

beef 9.62 1.00 0.76 8

lamb .86 .86 9.86 7
accuracy 8.83 35
macro avg 9.89 8.85 6.83 35
weighted avg .88 0.83 0.81 35
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HROCAUC score plot meat,honey and olive oil datasets, for cach pessible combination of classifier and dimension reduction method.
metrics_barplot{df_rocauc_combined)

ensemble_embedding_combination
"

Run the entire code again to again train the classifiers to get the expected results :
accuracy of 97 % for ADABOOST-SVM-LDA classifier on meat dataset.
accuracy of 90 % for Random Forest classifier on Honey dataset.

accuracy of 909% for ADABOOST-SVM-LDA classifier on olive oil dataset.



