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Forecasting Residential Electricity Load Demand
using Machine Learning Configuration Manual

Arun Kumar Panigrahi
x18186840

1 Introduction

The configuration manual includes a comprehensive overview of the device specifications
and various prerequisites along with detailed description of the programming language
utilized and the number of libraries, bundles and packages considered for the research
study:

“Forecasting Residential Electricity Load Demand using Machine Learning.”

This manual also provides a detailed description of the procedures that had been
followed to obtain the required data, clean and transform the collected data, and use the
data for the implementation of proposed machine learning models.

2 System Configuration

2.1 Hardware Specification

The entire project has been implemented in a PC with the system configuration as presen-
ted in the Table 1.

Operating System: WINDOWS 10 (2020 Microsoft Corporation)
Processor: Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz 2.90GHz
RAM: 8GB
System Type: 64-bit Operating System, x64-based Processor
Hard Disk: 1TB

Table 1: System Configuration

2.2 Software Specification

The below mentioned programming tools with different packages was used for the com-
plete execution of the project. RStudio was used as framework to execute the R program-
ming code and Jupyter Notebook from the Anaconda Navigator was used for execution
of the Python Programming code.
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2.2.1 R1

RStudio2 - Version 1.3.959 is used as an Integrated Development Environment (IDE) for
R Programming Language and installed packages are as mentioned below,

1. tseries3

2. Plotly 4

3. jsonlite5

4. Prophet6

5. tidyverse7

6. Lubridate8

7. Forecast9

8. MLmetrics10

2.2.2 Python11 Version 3.7.4

- Jupyter Notebook - Version 6.0.3 from Anaconda Navigator12 - Version 1.9.12 is used
for python programming

Libraries Utilised

1. Pandas13

2. Numpy14

3. Keras15

4. Tensorflow16

5. Matplotlib17

6. Scikit-Learn18

1https://www.r-project.org/
2https://rstudio.com/products/rstudio/download/
3https://rdrr.io/cran/tseries/
4https://www.rdocumentation.org/packages/plotly/versions/4.9.2.1
5https://rdrr.io/cran/jsonlite/
6http://facebook.github.io/prophet/docs/installation.html
7https://www.rdocumentation.org/packages/tidyverse/versions/1.3.0
8https://www.rdocumentation.org/packages/lubridate/versions/1.7.9
9https://www.rdocumentation.org/packages/forecast/versions/8.12

10https://rdrr.io/cran/MLmetrics/
11https://www.python.org/
12https://www.anaconda.com/
13https://anaconda.org/anaconda/pandas
14https://anaconda.org/anaconda/numpy
15https://anaconda.org/conda-forge/keras
16https://anaconda.org/conda-forge/tensorflow
17https://anaconda.org/anaconda/matplotlib
18https://anaconda.org/anaconda/scikit-learn
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3 Data Source

3.1 Electricity Load Consumption Data19

Below Mentioned Figure 1 and Figure 2 is the snippets of the electricity and the weather
dataset that has been considered for the analysis

Figure 1: Electricity Load Consumption Data

3.2 Daily Weather Data20

Figure 2: Electricity Load Consumption Data

19https://www.kaggle.com/jeanmidev/smart-meters-in-london?select=daily dataset.csv.gz
20https://www.kaggle.com/jeanmidev/smart-meters-in-london?select=weather daily darksky.csv
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4 Project Implementation

After the selection of the appropriate dataset, it has imported into RStudio for Data Pre-
Processing, Data Transformation and Model implementation as described in the report.

4.1 Selecting the Working Directory

Run the below mentioned code snippets in Figure 3 to select the working directory and
import the dataset into the Rstudio.

Figure 3: Selecting the Working Directory

Figure 4: Selecting the Working Directory

4



4.2 Data Pre-Processing

Computation of Missing Value

Figure 5: Missing Value Computation

4.3 Data Transformation

In this phase, at first, the daily average daily temperature was computed.

Figure 6: Average Daily Temperature Computation

As mentioned in the research report, Figure 7 presents the code snippets of the further
data transformation processes, such as grouping of target attributes of both the dataset
as per date followed by the concatenation of both the dataset.

Figure 7: Dataset Concatenation
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After the transformed data has been gathered, the data is analysed and features like
those of seasonal variation and trend is observed by creating various plot as mentioned
in Figure 8 and Figure 9.

Figure 8: Average Temperature Per day (◦C)

Figure 9: Average Electricity Consumption Per Day (KWH)
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4.4 Modeling

4.4.1 R Programming

Figure 10 presents the snippet of calling and cunning of Complete Data Pre-Processing
codes at one go, instead of executing all the code one-by-one.

Figure 10: Execution of initial Pre-Processing codes

Pre-Processing for ARIMAX and SARIMAX
A number of tests were conducted prior to implementation of the ARIMAX Model to

check whether the data comprises of appropriate knowledge or random noise at all. As,
stated in the code snippet present in Figure 11, Initially the decomposition of the time
series data into seasonal, trent and irregular components using Loess (STL) has been
done. Next, using the seasadj() function seasonal adjustment was performed. Finally,
as described in the research report the Dickey Fuller test (adf.test) , Autocorrelation
Function (ACF) and Partial Autocorrelation (PACF) plots has been carried out.

Figure 11: Data Testing

The Graphs in Figure 12 represents the seasonal, trend and irregular components of
the daily average residential Electricity consumption and daily average temperature.
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Figure 12: STL Graph for Electricty and Weather data

ARIMAX Modelling - Figure 13 presents the code snippet for the implementation
of the ARIMAX model and Figure 14 represents the evaluation of the ARIMAX model
outcomes.

Figure 13: ARIMAX Modelling

Figure 14: ARIMAX Modelling
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SARIMAX Modelling -
The graph in Figure 15 represents the ACF and PACF test of the daily average

temperature attribute.

Figure 15: ACF and PACF Plot of Weather Data

Figure 16, presents the SARIMAX model specification and accuracy testing proced-
ures. As mentioned in the report it is being treated identical as of the ARIMAX model.

Figure 16: SARIMAX Modelling
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PROPHET Implementation - Figure 17, indicates the pre-processing steps along
with the specification and accuracy testing procedures for PROPHET model.

Figure 17: PROPHET Modelling

4.5 Python Programming

Pre-Processing for LSTM Model Implementation

As presented in the Figure 18 and Figure 19, before the implementation of the LSTM
model, the dataset is import into the Python programming environment - Jupyter note-
book. Initially the pre-proceeded file was exported from rstudio and stored as csv file,
this csv file was imported into the jupyter notebook for LSTM model implementation

Figure 18: Data Importing
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Figure 19: Data Preprocessing

LSTM Modelling - The code snippet present in Figure 20, describes the LSTM
model implementation Procedure. The model summary has also be displayed.

Figure 20: LSTM Modelling
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After model fit, the Loss and Validation Loss of the Model during the training phase
has been plotted.

Figure 21: Plotting Loss and Validation Loss of the LSTM Model

The forecasting outcome are store into a data-frame in order to compare it with the
real values. Finally the accuracy of the forecasting outcome is checked.

Figure 22: LSTM Model Accuracy Check
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