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1 Introduction 
 

To reproduce the research “Recognition and Classification of Fruits using Deep Learning” 

this manual presents thorough information regarding the configuration of the system, 

hardware requirements, and software requirement to implement, execute and test the models 

used for the research successfully. Further, the manual presents a step-by-step guide in the 

following sections.  

 

2 System Configuration 
 

This section discusses the hardware and software requirements. 

2.1 Hardware Requirements 

The hardware requirements are summarised in Table 1. Figure 1 displays the system 

configuration. 

Table 1 Hardware Configuration 

Hardware Configuration 

System Dell XPS 15 

OS Windows 10 x64 

Hard Disk 256 GB 

RAM 8 GB 

Processor Intel Core i7 8th Generation 

GPU Nvidia GTX 1050Ti 

 

 

Figure 1 System Configuration 
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Figure 2 GPU Configuration 

The GPU used for carrying out the project was Nvidia GTX 1050Ti (Figure 2). 

2.2 Software Requirements 

The list of software used for the research implementation is summarised in Table 2. 

 

Table 2 Software Requirement 

Software Version 

Python  3.7 

Anaconda Navigator 1.9.12 

Jupyter Notebooks 6.0.3 

Google Chrome 84.0 

Microsoft Excel 2020 Edition 

 

2.2.1 Setting Anaconda Environment 

The programming language used for the project was Python. To implement the project 

Anaconda Navigator environment was used as shown in Figure 3. Anaconda contains 

multiple applications that can be used for machine learning, development, and visualization. 

For this project, Jupyter Notebook was used for implementation purposes. 
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Figure 3 Anaconda Navigator Environment 

 

Figure 4 Downloading Anaconda 

1. To download the Anaconda, visit the official website1 and select the option shown in 

Figure 4. 

 

 

 
1 https://www.anaconda.com/products/individual 
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Figure 5 Install Jupyter Notebook 

2. Install Jupyter Notebook from the Anaconda Navigator home screen as highlighted in 

Figure 5. 

 

 

 

Figure 6 Install Cuda 10.1 for GPU 

3. Install CUDA v.10.1 from the Nvidia Website2 and cUDNN v.7.6.5 which compatible 

with the CUDA version from the archive option3 (Figure 6). 

4. To install TensorFlow for Anaconda environment, the command prompt of Anaconda 

was used and followed the instructions provided by the website4. 

 

 
2 https://developer.nvidia.com/cuda-10.1-download-archive 

3 https://developer.nvidia.com/rdp/cudnn-archive#a-collapse765-101 

4 https://docs.anaconda.com/anaconda/user-guide/tasks/tensorow/ 



5 

 

 

3 Implementation 
This section gives a step-by-step approach to reproduce the project which covers everything 

from data acquisition to model building, training, results, and visualizations. 

3.1 Data Acquisition 

The download of the data visit the GitHub5 repository as highlighted in Figure 7. 

 

 

Figure 7 Data Acquisition 

 

3.2 Data Preparation 

The next step after data acquisition is data preparation. This step begins with importing the 

essential libraries required to implement the project (Figure 8). 

 

 

Figure 8 Importing Essential Library 

 

 

 
5 https://github.com/Horea94/Fruit-Images-Dataset 

https://github.com/Horea94/Fruit-Images-Dataset
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Figure 9 Directory Setup 

To fetch the data, data directories are set up in Figure 9. 

 

 

Figure 10 Function Definition for Displaying Categories 

Functions are defined to print all the categories in dataset Figure 10. 

 

 

Figure 11 Displaying Number of Images per Category 

To print the number of images per category code shown in Figure 11 was used. 
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Figure 12 Quality Check and Category Verification 

To verify the fruits in each category and check the quality of the images code shown in 

Figure 12 was used. 

 

 

Figure 13 Loading Data and Displaying Statistics of Dataset 

A user-defined function was used to load the dataset. The dataset statistics like the 

number of categories, the number of fruits in the train and test set, and the total number of 

images were print (Figure 13). 

3.3 Data Pre-Processing 
The next step after data preparation is data pre-processing. 

 

 

Figure 14 Define Model Parameters 

Figure 14 shows the model parameters which were used for converting the images into an 

array, image augmentation, and model training. 
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Figure 15 Defining Function to Convert Images to Array (Tensors) 

The images are converted into arrays Figure 15. 

 

 

Figure 16 Image Augmentation 

To answer the sub-RQ second set of training was created using ImageDataGenerator 

Library. The images were augmented using operations shown in Figure 16. 
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Figure 17 Displaying Augmented Image 

A sample of augmented images was printed in Figure 17. 

 

 

Figure 18 Calculating Train and Validation Step 

Training and Validation steps were calculated for augmented models Figure 18. 

3.4 Modeling 

The next step after data pre-processing is modeling. In this step, three models were trained 

and tested (CNN, VGG16, ResNet50). Each of the models was trained using two sets of 

training data, image arrays and augmented data. 

 

3.4.1 Base CNN 

The base CNN model was developed from scratch which had the following configuration 

(Figure 19). 

 

Figure 19 Base CNN Model Configuration 
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Figure 20 Base CNN Model Training 

The base CNN model was trained in Figure 20. 

 

Figure 21 Computational Time, and Accuracy and Loss Plots 

The computational time required, and accuracy and loss were printed in Figure 21. 

 

 

Figure 22 Calculating Model Accuracy 

The training and test accuracy were printed in Figure 22.  
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Figure 23 Prediction on Random 16 Images 

To verify the test accuracy the random 16 images were used for predictions and the results 

were visualized Figure 23. 

 

Figure 24 Base CNN Confusion Matrix 

The correct and incorrect predictions made by the model were visualized using confusion 

matrix Figure 24 and Figure 25. 

 

Figure 25 Base CNN Confusion Matrix 
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3.4.2 CNN with Augmentation 

The augmented CNN model had the same configuration as the base model Figure 26. 

 

Figure 26 CNN with Augmentation Configuration 

 

 

Figure 27 CNN with Augmentation Model Training 

The augmented CNN model was trained in Figure 27. 
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Figure 28 Computational Time, and Accuracy and Loss Plots 

The computational time required, and accuracy and loss were printed in Figure 28. 

 

 

Figure 29 CNN with Augmentation Accuracy 

The training and test accuracy were printed in Figure 29. 

 

 

Figure 30 Prediction on Random 16 Images 

To verify the test accuracy the random 16 images were used for predictions and the 

results were visualized Figure 30. 
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Figure 31 CNN with Augmentation Confusion Matrix 

The correct and incorrect predictions made by the model were visualized using confusion 

matrix Figure 31 and Figure 32. 

 

 

 

Figure 32 CNN with Augmentation Confusion Matrix 
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3.4.3 Base VGG16 

The base VGG16 model was developed from scratch which had the following configuration 

(Figure 33). 

 

 

Figure 33 Base VGG16 Configuration 

 

 

Figure 34 VGG16 Model Training 

The base VGG16 model was trained in Figure 34. 
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Figure 35 Computational Time, and Accuracy and Loss Plots 

The computational time required, and accuracy and loss were printed Figure 35 

 

 

Figure 36 VGG16 Accuracy 

The training and test accuracy were printed in Figure 36. 

 

 

Figure 37 VGG16 Prediction on Random 16 Images 

To verify the test accuracy the random 16 images were used for predictions and the 

results were visualized Figure 37. 
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Figure 38 VGG16 Confusion Matrix 

The correct and incorrect predictions made by the model were visualized using confusion 

matrix Figure 38 and Figure 39. 

 

 

Figure 39 VGG16 Confusion Matrix 
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3.4.4 VGG16 with Augmentation 

The augmented VGG16 model had the same configuration as the base model Figure 40. 

 

 

Figure 40 VGG16 with Augmentation Configuration 

 

 

Figure 41 VGG16 with Augmentation Model Training 

The augmented VGG16 model was trained in Figure 41. 
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Figure 42 Computational Time, and Accuracy and Loss Plots 

The computational time required, and accuracy and loss were printed in Figure 42. 

 

 

Figure 43 VGG16 with Augmentation Accuracy 

The training and test accuracy were printed in Figure 43. 

 

 

Figure 44 VGG16 with Augmentation Prediction on Random 16 Images 

To verify the test accuracy the random 16 images were used for predictions and the 

results were visualized Figure 44. 
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Figure 45 VGG16 with Augmentation Confusion Matrix 

The correct and incorrect predictions made by the model were visualized using confusion 

matrix Figure 45 and Figure 46. 

 

 

Figure 46 VGG16 with Augmentation Confusion Matrix 
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3.4.5 Base ResNet50 

The base ResNet50 model was developed from scratch which had the following configuration 

(Figure 47). 

 

 

Figure 47 Base ResNet50 Configuration 

 

 

Figure 48 Base ResNet Model Training 

The base ResNet50 model was trained in Figure 48. 
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Figure 49 Computational Time, and Accuracy and Loss Plots 

The computational time required, and accuracy and loss were printed in Figure 49. 

 

 

Figure 50 Base ResNet50 Accuracy 

The training and test accuracy were printed in Figure 50. 

  

 

Figure 51 Base ResNet50 Prediction on Random 16 Images 

To verify the test accuracy the random 16 images were used for predictions and the 

results were visualized Figure 51. 
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Figure 52 Base ResNet50 Confusion Matrix 

The correct and incorrect predictions made by the model were visualized using confusion 

matrix Figure 52 and Figure 53. 

 

 

 

Figure 53 Base ResNet50 Confusion Matrix 

 

 



24 

 

 

3.4.6 ResNet50 with Augmentation 

The augmented ResNet50 model was trained in Figure 54. 

 

 

Figure 54 ResNet50 with Augmentation Configuration 

 

 

 

Figure 55 ResNet50 with Augmentation Model Training 

The augmented ResNet50 model was trained in Figure 55. 
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Figure 56 Computational Time, and Accuracy and Loss Plots 

The computational time required, and accuracy and loss were printed in Figure 56. 

 

 

Figure 57 ResNet50 with Augmentation Accuracy 

The training and test accuracy were printed in Figure 57. 

 

 

 

Figure 58 ResNet50 with Augmentation Prediction on Random 16 Images 

To verify the test accuracy the random 16 images were used for predictions and the 

results were visualized Figure 58. 
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Figure 59 ResNet50 with Augmentation Confusion Matrix 

The correct and incorrect predictions made by the model were visualized using confusion 

matrix Figure 59 and Figure 60. 

 

 

 

Figure 60 ResNet50 with Augmentation Confusion Matrix 
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Figure 61 Visualising Computation Time 

Microsoft Excel was used to visualize and compare the computation time taken by each 

model Figure 61. 
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