
 
 

 
 
 
 
 
 
 
 
 

 

Configuration Manual 
 
 
 
 

 

MSc Research Project 
 

Data Analytics 
 
 

 

Abhilash Rajkumar Kadhane  

Student ID: x18203744 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Dr.  Catherine Mulwa



 

 
National College of Ireland 

 

MSc Project Submission Sheet 

 

School of Computing 

 

Student 

Name: 

 

Abhilash Rajkumar Kadhane  

 

Student ID: 

 

x18203744 

 

Programme: 

 

MSc in Data Analytics 

 

Year: 

 

2019-20 

 

Module: 

 

MSc Research Project 

 

Supervisor: 

 

Dr. Catherine Mulwa 

Submission 

Due Date: 

 

………………………………………………………………………………………………………….……… 

 

Project Title: 

 

Face Identification and Face Verification in Spherical Images 

Word Count: 

 

……………………………………… Page Count…………………………………………….…….. 

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project.  All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are 

required to use the Referencing Standard specified in the report template. To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 

Signature: 

 

……………………………………………………………………………………………………………… 

 

Date: 

 

……………………………………………………………………………………………………………… 

 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 

□ 

Attach a Moodle submission receipt of the online project 

submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both 

for your own reference and in case a project is lost or mislaid.  It is not 

sufficient to keep a copy on computer.   

□ 

 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

 
 

 

Configuration Manual 
 

Abhilash Rajkumar Kadhane  

X18203744  
 

 

1 Introduction 
 

This configuration manual includes environment setup, system configuration :– 

hardware and software specifications and  implementation steps for the tasks : a) data 

generation b) data pre-processing c) model fine-tuning d) model implementation and 

evaluation performed for the research project : Face identification and face verification in 

spherical images. 

 

2 System Configuration 

2.1 Hardware 

• Machine model : Dell G3 

• Processor : Intel(R) Core(TM) i7-8750H CPU @ 2.20 GHz 2.21GHz 

• RAM :  8 GB RAM 

• Graphics : NVIDIA GeForce GTX 1050 Ti 

 

2.2 Software 

• PyCharm COMMUNITY 2019.2 

• Anacoda3 prompt 

• Jupyter (Anaconda3) 

• Google Colaboratory  

 

 

3 Project Development 
 

This project had three major parts: a) Data creation b) model fine-tuning c) Data pre-

processing and Model implementation (feature extraction) and classification. Details of these 

parts are discussed below  

3.1 Data creation 

Data generation from downloaded VGGFace21 dataset using annotations given with 

MOT-360 dataset2  

 
 
1 http://www.robots.ox.ac.uk/~vgg/data/vgg_face2/ 
2 https://figshare.com/articles/MOT-360_Face/8120747 

http://www.robots.ox.ac.uk/~vgg/data/vgg_face2/
https://figshare.com/articles/MOT-360_Face/8120747


2 
 

 

 

Figure 1: annotations and metadata of MOT-360 dataset 

 

3.1.1 Environment setup 

 

Platforms used for data generation : Ubuntu (Linux Bash Shell on Windows 10) 

 

 

Figure 2: Linux Bash Shell on Windows 10 

 

Linux Bash shell for convenience and running data generation scripts on windows. 

Install python dependencies for data generation script: dlib, numpy, panda, scikit-image 
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Figure 3: data generation script dependencies 

 
 
 

 

Figure 4: data generation script dependencies 

 
 
 

3.1.2 Data generation Code Structure 

 

Code structure of Data generation scripts includes scripts 1) to generate landmarks 2) to 

project image on sphere  3) to get equirectangular representation of projected image 
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Figure 5: data generation code structure 

 

3.1.3 Data generation using scripts 
 

1) Execute generate_face_landmark_data.py to create metadata containing image details 

(path, file name, landmarks) 

a. Set path of predictor ‘shape_predictor_68_face_landmarks.dat’3 in the script 

b. Set path of dataset in the script 

c. Set path of output metadata file path in the script 

 

 

 

 

Figure 6: Generate face landmarks 

 

 

 

2) Execute vgg_project_images.py to generate equirectangular version of VGGFace2 

dataset 

a. Set metadata file path created using generate_face_landmark.py 

b. Set output directory name to save generated data 

 

 
 
3 https://drive.google.com/file/d/16Gzll1q2yp5JBoGGPhzaOpUc6FnQjTUh/view?usp=sharing 
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Figure 7: data generation detail 

 

3.2  Model Fine-tuning 
 

ResNet-50 pre-trained model was selected for fine-tuning on Google Colab. 

Dataset uploaded in batches and pre-processed using script dataset_operations.ipynb 

 

1) Split dataset into 80% training and 20% testing 

 

 

Figure 8: Split dataset train and test 

 

2) Remove classes with low count of images (handling class imbalance) 

 

 

Figure 9: Remove classes with very few samples 

 



6 
 

 

3) Create metadata and pre-processing functionality (includes face detection, face 

crop, grey scaling, image resizing) 
 

 

Figure 10: create metadata and define pre-processing function 

 

4) Pre-process dataset and create pre-processed images dataset separately, remove 

defected samples 
 

 

Figure 11: pre-process dataset and remove defected samples 
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5) Check TPU availability and tensorflow library 

 

 

Figure 12: Check TPU availability 

 

6) Install and import required libraries 

 

 

Figure 13: Install and import required libraries 
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7) Import ResNet-50 model and modify 

 

 

Figure 14: Import ResNet-50 model and modify 

 
 
 

8) Datagenerator to for training data and testing data 
 

 

Figure 15: image data generator for train and test data 
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9) Compile model, set hyperparameters and callback 
 

 

Figure 16: compile model and set required parameters 

 

10) Train model by calling fit_generator  

 

 

Figure 17: train model 

 
 
 
 

11) Save model and weights to load and fine-tune next batch of data 

 

 

Figure 18: Save model and weights 
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3.3 Data Pre-processing and Model Implementation  
 

Data pre-processing and model implementation done on Jupyter notebook on local machine 

  

1) Jupyter version details 

 

 

Figure 19: Jupyter details 

 

 

2) Conda virtual environment setup and dependencies resolution by installing 

requirement.txt 

 

a) Create conda virtual environment 

 

b) Install dlib in activated virtual environment 
 

 

Figure 20: Activate conda virtual env and install dlib 

 

c) Common dependency issues  

 

I. Tensorflow version 1.9 issue 
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Figure 21: Tensorflow bug 

   Install Tensorflow version 1.6 

    

   Commands: 

    pip install tensorflow==1.6 

pip install --upgrade tornado==5.1.1 
   

II. Numpy issue with conda 

   

   Command: 

pip install --upgrade --force-reinstall numpy 

 

III. Matplotlib issue 

   

   Command 

  pip install --upgrade matplotlib 
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3) Implementation of OpenFace model for face recognition 

a) Import model and load weights ‘nh4.small2.v1.h5’4 
 

 

Figure 22: Import OpenFace and load weights 

 

 

b) Data pre-processing and create metadata  

 

 

Figure 23: Data pre-processing 

 

 
 
4 https://drive.google.com/file/d/1_ULIEGsMSf_fSp9TJQDinKlf-1vgU5r6/view?usp=sharing 
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c) Extract feature using OpenFace and save in a binary format file for later usage 

 

 

 

Figure 24: Feature extraction using OpenFace 

 
 
 

d) Analysis of extracted features : identity cluster, distance threshold and 

distance distribution 

 

 

 

Figure 25: identity clusters 
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Figure 26: Distance threshold calculation 

 
 
 
 

 

Figure 27: Distance threshold graph 
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Figure 28: Distance distribution 

 
 
 

e) Classification using KNN and SVM 
 

 

Figure 29: Face identification using classifiers 
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f) Classification using Joint Bayesian 

 

 

Split dataset for training and testing 

 

 

Figure 30: Split dataset train and test 

   
 

  Create positive and negative pairs of face images for face verification  

 

 

Figure 31: Create pairs for face verification 
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  Train Joint Bayesian classifier for face verification  
 

 

Figure 32: Train Joint Bayesian on train data 

 

   

 

Test Joint Bayesian with face image pairs and test data 
 

 

Figure 33: Test Joint Bayesian classifier 
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  Get the results of face verification  
 

 

Figure 34: Results face verification 

 
 
 
 

4) Implementation of ResNet-50 model for face recognition 
 

a) Import model and load weights (weights get loaded at the time of creating 

model) 

 

Figure 35: Import ResNet-50 

 
 
 

b) Data pre-processing and create metadata  

Same as OpenFace model (section 3.b) 



19 
 

 

 

 

 

c) Extract feature using ResNet-50 and save in a binary format file  

 

 

Figure 36: Feature extraction using ResNet-50 

 
 
 

d) Analysis of extracted features : identity cluster 
 

 

Figure 37: Identity cluster on ResNet-50 
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e) Classification using KNN and SVM 

 

 

Figure 38: Face identification using ResNet-50 

 
 

f) Classification using Joint Bayesian 

Steps for performing classification using Joint Bayesian are same as Steps 

in section 3.f 

Results of face verification using ResNet-50 

 

 

Figure 39: FaceNet Face verification results 
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5) Implementation of FaceNet model for face recognition 
 

a) Import model and load weights ‘facenet_keras.h5’5 
 

 

Figure 40: Import required libraries and model 

 
 

b) Data pre-processing and create metadata  

Same as OpenFace model (section 3.b) 

 

c) Extract feature using ResNet-50 and save in a binary format file 

 

 

Figure 41: Feature extraction using FaceNet 

 

 
 
5 https://drive.google.com/drive/folders/1pwQ3H4aJ8a6yyJHZkTwtjcL4wYWQb7bn 

https://drive.google.com/drive/folders/1pwQ3H4aJ8a6yyJHZkTwtjcL4wYWQb7bn
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d) Analysis of extracted features : identity cluster 

 
 

 

Figure 42: Identity cluster using FaceNet 

e) Classification using KNN and SVM 

 

 

Figure 43: Face identification using FaceNet 
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f) Classification using Joint Bayesian 

Steps for face verification implementation using Joint Bayesian are same 

as Steps in section 3.f 

Results of face verification using FaceNet 

 

 

Figure 44: Face verification results FaceNet 

 

6) Implementation of fine-tuned ResNet-50 model for face recognition 
 

a) Import all required libraries along with model and load weights vgg_equi_face.h56 
 

 

Figure 45: Import libraries and model 

 

 
 
6 https://drive.google.com/file/d/1swdUPlQHaQ26ERoXYYlRJSEkw5k7yJG3/view?usp=sharing 
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b) Modify the model as per the architecture of ResNet-50 fine-tuned model 

 

 

Figure 46: Modify model architecture 

 
 
 
 
 
 

c) Load weights and remove classification layer  

 

 

Figure 47: Load weights and remove classification layer 

 

d) Step for Data pre-processing and metadata creation is same as ResNet-50 model 

(section 3.b) 
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e) Extract feature using fine-tuned ResNet-50 model 

 

 

Figure 48: Feature extraction and PCA 

 
 

f) Analysis of extracted features : identity cluster 
 

 

Figure 49: Identity cluster 
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g) Face identification implementation using fine-tuned ResNet-50 

 

 

Figure 50: Face identification using fine-tuned ResNet-50 

 
 

h) Classification using Joint Bayesian 

Steps for classification using Joint Bayesian for face verification implementation 

are same as Steps in section 3.f 

Results of face verification using fine-tuned ResNet-50 
 

 

Figure 51: Face verification results for fine-tuned ResNet-50 model 


