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1 Introduction 
 

The following configuration manual illustrates the requirements for implementing the system 

which was designed for detecting the distraction of drivers by using the Deep Learning 

models. Further, the manual will thoroughly explain the software and hardware requirements 

that were used for the successful implementation of the project. 

 

2 System Configuration 
 

Following are the hardware and software configuration which were used for the 

implementation of this Project.  

 

The hardware configurations used for implementation are as follows: 

2.1 Hardware Requirements: 
 

Table 1 Hardware Requirements 

Hardware Configurations 

System Lenovo Legion Y740 

Operating System Windows 10 (64bit) 

RAM 16 GB 

Hard Disk 1 TB (Solid State Drive) 

Graphics Card NVIDIA RTX 2060 (6 GB) 

Processor Intel Core I7-9750 

 

 

 

Figure 1 Operating System Configurations 

 

The operating system used for this project was Windows 10 which was 64bit based. 
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Figure 2 CUDA Version 

 

The CUDA version used was 10.1. 

 

 

Figure 3 NVIDIA Driver Information 

 

The GPU used for implementing the high-end deep learning models was Nvidia RTX 2060 

with a size of 6GB. 

2.2 Software Requirements 

The software’s used were as follows: 

 

Table 2 Software Requirements 

Software Version 

Python 3.7 (64 bit) 

PyCharm Community 2020.2 (64 bit) 

Microsoft Excel 2020 Edition 
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Figure 4 Downloading PyCharm 

 

PyCharm can be downloaded from https://www.jetbrains.com/. There are two versions 

available namely Professional and Community. We will be using the Community. The IDE 

used for implementing the whole project was PyCharm. The Community version was used 

which is pure python-based development. The latest version 2020.2 was used. The steps 

involved in installing the software will be discussed further. 

 

 

 

Figure 5 Installation folder for PyCharm 

Choose the destination folder where you want to install the software and make sure you have 

enough space i.e. 1.0 GB required by the software. 
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Figure 6 Installing Options 

 

Choose the 64-bit launcher and also create associations with .py files. In addition to this, tick 

the Update PATH variable which will further add the launcher directory to the PATH. 

 

 

Figure 7 Choosing Start Menu Folder 

 

Choose the folder for Start Menu 
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Figure 8 Project creation 

The project will be created in this step where the environment will be created for the further 

implementation of the project. All the required libraries by the project will be stored in this 

environment. 
 

 

Figure 9 CUDA 10.1 

The GPU needs to have a CUDA installed on the system, thus the CUDA with version 10.1 

was installed from the official website of NVIDIA developers1. Further, the cuDNN version 

7.6.5 was all installed which is compatible with the CUDA 10.12. Later the CUDA, cuDNN 

was configured with the windows along with TensorFlow3. 

 
 
1 https://developer.nvidia.com/cuda-downloads 
 
2 https://developer.nvidia.com/rdp/cudnn-archive#a-collapse765-101  
 
3 https://towardsdatascience.com/installing-tensorflow-with-cuda-cudnn-and-gpu-support-on-windows-10-
60693e46e78 
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3 Project Implementation 

3.1 Data Collection 
 

 

Figure 10  Website for data collection 

 

The data which was used for the implementation was picked from Kaggle. The dataset was 

named as State Farm Distracted Driver Detection which was available under Kaggle 

competition. 

 

3.2 Data Preparation 
 

 

Figure 11  Data Preparation 

 

The data preparation process where the data generators were created in the dataset.py file. 

The train, test, and validation generators for respective folders were called. 
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3.3 Data Pre-Processing 
 

 

Figure 12 Folder Structuring 

 

The folders structuring was done in this file named folder_automation.py where the 10 data 

folders ranging from c0 to c9 were transformed into two folders namely safe-driving and 

distracted-driving. 

 

 

Figure 13  Image Augmentation (a) 
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In this step, the img_aug.py file was created where the image augmentation was done 

particularly on a safe driving folder in order to balance the data. 
 

 

Figure 14 Image Augmentation (b) 

 

The various techniques are used in the code above namely horizontal flip, vertical flip, colour 

augmentation, and affine transformation. 

 

 

Figure 15 Pre-processing (a) 
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Figure 16 Pre-processing (b) 

 

The data was split into the ratio of 70:15:15 for the created for the train, validation, and test 

folder. The data balancing was done in this file named pre_processing.py. 

3.4 Model Building 

The snippets in this section will be all about the different models that were used for 

implementing the driver distraction detection system 

 

 

Figure 17 Calling Hyperparameters 
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The options.py file obtains the values for different hyper-parameters which are essential for 

the model building phase. 

 

 

 

Figure 18 Model Building MyModel 

 

 

Figure 19 Model Building MyCNN 

 

The model.py file consists of the MyModel and the CNN model. Both of these models were 

defined in this file. 
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Figure 20 Main function () 

 

The first part of train.py file includes the configuration of the model for the training phase. 

 
 

 

Figure 21 VGG19 and Xception 
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Figure 22 Thin MobileNet and CNN 

 

Figure 20 and 21 show the code for different models used in the implementation namely, 

VGG19, Xception, Thin MobileNet, and CNN. 
 
 

 

Figure 23 Plotting the graphs 

 

The plot.py file plots the graphs to showcase the different model’s performance in terms of 

accuracy and loss against the training done with the total number of epochs. 
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Figure 24 Testing 

 

The test.py file performs the predictions for each of the model whether a driver is driving the 

car safe or if he is getting distracted while driving. 
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