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x18179541

1 Introduction

This configuration manual instructs the user to replicate the research project “Big Data-
driven Performance Improvement of Traffic Flow Prediction and Speed Limit
Classification using Deep Learning”. It represents the storage, databases, software
and hardware requirements, programming languages, and system setup used in the im-
plementation of the research.

2 System Configuration

Data sourced from the United Kingdom website 1 is huge and difficult to processes in the
local system, so, the cloud system is preferred. Out of different cloud platforms Google
Cloud Platform (GCP) Google Cloud Platform (GCP) documentation (n.d.) is chosen.
It also provides free promotional credits of 276.60 euros for students shown in Figure 1.

Figure 1: Promotional Credits in GCP

2.1 Storage

The raw data sourced from the United Kingdom is stored in the Google Cloud Storage
(GCS) of Google Cloud Platform 2. The road safety data from the year 2010 to 2018 for

1
https://data.gov.uk/dataset/

2
https://cloud.google.com/storage/docs/creating-buckets

1

 https://data.gov.uk/dataset/ 
 https://cloud.google.com/storage/docs/creating-buckets


the United Kingdom is stored in the folder accidents and traffic flow data is stored in
traffic flow folder. After data pre-processing, the data is stored in cleaned data folder.

Figure 2: Google Cloud Storage Bucket

2.2 Hardware

This step can be configured using Navigation Menu —> AI platform —> Notebook
—> New Instance —> Smart Analytics Framework —> DataProc Hub [BETA]
Figure 3a 3. The required machine type, memory, CPU cores, GPU type and storage disk
can be configured according to the requirements. The region of the compute engine should
be in the EU according to GDPR. The instance provisioned in GCP compute engine has
the below system configuration shown in the Figure 3b Data Engineering with Google
Cloud Professional Certificate (n.d.).

(a) Machine Hardware setup

(b) System Configuration

Figure 3: Hardware and System configuration

3
https://cloud.google.com/ai-platform/notebooks/docs/create-new#before_you_begin
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2.3 Software

The software required for the analysis can also be configured using the option available in
AI Notebook of GCP. Once the instance is provisioned, Jupyter Notebook with PySpark,
Python3 and shell kernels are chosen using DataProc cluster’s configuration option 4.
Navigation Menu —> AI platform —> Notebook —> OPEN JUPYTERLAB
(Instance name) —> Cluster’s configuration. The DataProc cluster is launched in a
separate instance with Python3, PySpark and shell kernels software installed by default.
Single-node-cluster is provisioned for this research. Finally, the Jupyter notebook with all
the software components required for data cleaning, transformation, feature extraction
and data mining models are obtained and shown in Figure 4.

(a)

(b) (c)

Figure 4: Software requirements

2.4 Database

After the data cleaning and transformation process using SparkSQL, the data is stored in
the PostgreSQL database for Exploratory Data Analysis (EDA) and performing the final
analysis using deep learning models. It can also provisioned in GCP 5 using the option
SQL —> CREATE INSTANCE —> PostgreSQL (Figure 6). The instance name,
password, location, region of data storage and database version can be chosen according
to the requirements. The instance created for the research is shown in Figure 5.

Figure 5: Project Instance

4
https://cloud.google.com/dataproc/docs/concepts/components/jupyter

5
https://cloud.google.com/sql/docs/postgres/
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Figure 6: PostgreSQL in GCP

3 Data Preparation and Pre-Processing

Initially, the data downloaded from the United Kingdom website was in zip format for
traffic flow data and CSV format for road safety data. Then the data from the zip file
is extracted manually and stored in CSV format. Both, the files are then moved to
GCP storage as mentioned in Section 2.1. Using the Dataproc instance mentioned in
Section 2.2 and 2.3 with PySpark, Python3 and shell kernels installed, data cleaning and
transformation is performed. The first part of all 4 .ipynb files uploaded in the code
artefacts is used for data cleaning and transformation. SparkSession is initiated to read
the data from GCS as shown in Figure 7a.

(a) SparkSession (b) Spark TempTable

Figure 7: SparkSession and TempTable

Once the data read from GCS, the data is stored in Temporary tables (register-
TempTable), for performing data cleaning and transformation using spark.sql is shown
in Figure 7b. In the next step, the data is stored back to the cleaned data folder. As
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the research is carried as 4 experiments, the final tables required for all the experiments
is created in PostgreSQL in prior using Data Definition Language (DDL) function of SQL
shown in Figure 9a. PostgreSQL DDL Tables.sql available in the code artefacts is
used to create tables in the PostgreSQL database. Finally, the cleaned transformed data
stored in the GCS is uploaded from the Web UI using the option SQL –> Overview –>
Import –> Source (GCS bucket), Destination (traffic-flow-prediction), Table
(Table Name) as shown in Figure 9b.

(a) Postgres Tables (b) Data Load in PostgreSQL

Figure 8: PostgreSQL Tables and Data Load

4 Exploratory Data Analysis

The data stored in PostgreSQL is read through create engine of sqlalchemy and Psy-
copg2 package of Python3 shown in Figure 9 and stored in pandas dataframe. The
second part of .ipynb files is used for Exploratory Data Analysis (EDA). It is carried
using the stats function of scipy module, ADF test is conducted using the module stats-
models.tsa.stattools and analysis are visualized using ticker, pyplot of matplotlib and
seaborn modules. The below codes are designed using Python language only.

(a) Data read from Pandas (b) Exploratory Data Analysis

Figure 9: Pandas data read and Data Analysis
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4.1 Experiment-1 Statistical Analysis Results

Figure 10 represents the code for skewness, kurtosis, traffic volume distribution, probab-
ility plot, seasonality from the year 2010 to 2018 without non-traffic parameters.

(a) Skewness and Kurtosis

(b) Traffic Distribution
without non-traffic paramet-
ers

(c) Seasonality Traffic
Volume 2010-2018

Figure 10: Exploratory Data Analysis Exp-1

4.2 Experiment-2 Statistical Analysis Results

Figure 11 represents the code for skewness, kurtosis, traffic volume distribution, probab-
ility plot, seasonality from the year 2010 to 2018 with non-traffic parameters of weather,
light and road surface conditions. Initially, the skewness value is out of range, due to
outliers, then it has been removed and brought into the range of -10 to 10.

(a) Skewness and Kurtosis
before removing outliers

(b) Skewness and Kurtosis
after removing outliers

(c) Traffic Distribution with
non-traffic parameters

(d) Seasonality Traffic
Volume with non-traffic
parameters 2010-2018

Figure 11: Exploratory Data Analysis Exp-2

4.3 Experiment-3 Statistical Analysis Results

Figure 12 represents the code for skewness, kurtosis and seasonality of traffic speed from
the year 2010 to 2018 without non-traffic parameters.

6



(a) Skewness and Kurtosis
(b) Seasonality of Speed Limit without non-
traffic parameters 2010-2018

Figure 12: Exploratory Data Analysis Exp-3

4.4 Experiment-4 Statistical Analysis Results

Figure 13 represents the code for skewness, kurtosis and seasonality of traffic speed from
the year 2010 to 2018 with non-traffic parameters of weather, light and road surface
conditions.

(a) Skewness and Kurtosis
(b) Seasonality of Speed Limit with non-traffic
parameters 2010-2018

Figure 13: Exploratory Data Analysis Exp-4

5 Feature Selection

After, data stationary check using the dickey-fuller test, the data is pivoted using pandas
pd.pivot table and aggregate the traffic flow based on “year” from 2010 to 2018. After
pivoting the data, MinMaxScaler normalization is applied from sklearn.preprocessing
to normalize the data. The data is split into train and test using train test split of
sklearn.model selection. Finally, using reshape of numpy, the data is reshaped from
(data, features) to (training data, time steps, features) and (testing data, time steps,
features). The below code snippets show the pivoting, normalization, train-test split and
reshape feature incorporated in the analysis.

5.1 Experiment-1 Feature Selection

Traffic-only parameter of traffic volume is used in the experiment.

7



(a) Pivot Table Structure

(b) Data Normalization

Figure 14: Feature Selection Exp-1

5.2 Experiment-2 Feature Selection

Traffic volume and non-traffic parameters of weather, light and road surface conditions
are used in this experiment.

(a) Pivot Table Structure

(b) Data Normalization

Figure 15: Feature Selection Exp-2
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5.3 Experiment-3 Feature Selection

The traffic speed limit is classified into 2 categories of Low Speed (1) and High Speed
(2). Using to categorical of Keras.utils.np utils, the target column is converted to a
categorical value. As the data is not a continuous value, normalization is not required
for the classification problem.

(a) Pivot Table Structure

(b) Data Reshape

Figure 16: Feature Selection Exp-3

5.4 Experiment-4 Feature Selection

The traffic speed limit is classified into 2 categories of Low Speed (1) and High Speed (2)
along with the non-traffic parameter of weather, light and road surface conditions. The
target column is converted to a categorical value.

(a) Pivot Table Structure (b) Data Reshape

Figure 17: Feature Selection Exp-4
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6 Code used for Deep Learning Models

Using Keras and TensorFlow package of Python3, the implementation of deep learning
models is carried out. Also, hyper-parameters of epochs, batch size and train-test split
ratio are changed and tested Improving Deep Neural Networks: Hyperparameter tuning,
Regularization and Optimization (n.d.).

6.1 Experiment-1 LSTM Model Traffic-only parameters

Different LSTM models of vanilla-LSTM, stacked-LSTM and Bi-directional LSTM models
are applied to the trained dataset, and models are predicted and evaluated.

(a) LSTM Model Summary

(b) LSTM Model Fit

(c) LSTM Model Predict

Figure 18: Deep Learning Model Code Snippet Exp-1
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6.2 Experiment-2 LSTM Model Traffic and Non-traffic para-
meters

(a) LSTM Model Summary

(b) LSTM Model Fit

(c) LSTM Model Predict

Figure 19: Deep Learning Model Code Snippet Exp-2
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6.3 Experiment-3 CNN Model Traffic-only parameters

CNN model with 1 convolutional layer, 1 pooling layer and 3 hidden layers are applied
to the traffic speed limit data.

(a) CNN Model Summary

(b) CNN Model Fit

(c) CNN Model Predict

Figure 20: Deep Learning Model Code Snippet Exp-3
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6.4 Experiment-4 CNN Model Traffic and Non-traffic paramet-
ers

(a) CNN Model Summary

(b) CNN Model Fit

(c) CNN Model Predict

Figure 21: Deep Learning Model Code Snippet Exp-4
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7 Evaluation Output

Finally, the models are evaluated using training and testing accuracy, RMSE and MAE
values from sklearn.metrics and confusion matrix from scikitplot. Also, the model’s
training and validation loss against the number of epochs is visualized to check whether
the model is a overfit or underfit or perfect fit.

7.1 Experiment-1 Evaluation Code Snippet

(a) Evaluation Code (b) Loss Vs Number of Epoch Code

Figure 22: Evaluation Code Snippet Exp-1

7.2 Experiment-2 Evaluation Code Snippet

(a) Evaluation Code (b) Loss Vs Number of Epoch Code

Figure 23: Evaluation Code Snippet Exp-2
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7.3 Experiment-3 Evaluation Code Snippet

(a) Loss Vs Number of Epoch Code (b) Confusion Matrix Code

Figure 24: Evaluation Code Snippet Exp-3

7.4 Experiment-4 Evaluation Code Snippet

(a) Loss Vs Number of Epoch Code (b) Confusion Matrix Code

Figure 25: Evaluation Code Snippet Exp-4
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