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1.Introduction 
The current research aims to predict the mental health condition of online users through data 

gathered from Twitter. Its main focus is the implementation of machine learning models on 

the twitter dataset and to recognize the most optimum model for this research. This document 

has been created in order to give details regarding system specification, research 

implementation and code structure. 

 

2.System Specification 

 
2.1 Hardware Specification 

 
                                                          Fig 1. Local Desktop Configuration 
 

2.2 Software Specification 

Programming language Python has been used as the primary language for implementing this 

research. The version used is 3.7 
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• Anaconda 

The software used for python’s distribution was Anaconda1 which is an open-source 

platform consisting of all tools required for machine learning. Detailed steps for 

downloading the platform can be found on the website.  

 

• Jupyter Notebook 

The code editor required for programming was jupyter notebook. It is in-built in 

Anaconda and is easy to use with separate cells for individual code segments. It can 

directly be accessed from Anaconda’s dashboard. 

 

• Project Setup 

1. Once Anaconda is installed, the home dashboard opens up with all the different tools 

available for use. The tools need to be downloaded only during the first time from the 

dashboard by simply clicking on the icon named Install. After installing the icon 

chances to Launch and the code editor is ready to use. 

2. After the launch, a webpage opens up with different folders in your local machine. 

You can either select any folder or create a new one to store your code. After creating 

a new folder, a new python code editor can be created by clicking the New icon on the 

upper right part of the screen which gives you an option to launch a new Python 3 

notebook. After clicking the option, the notebook is ready and the project can be 

started.  

• Installing dependencies 

1. After the project environment has been set up different dependencies need to be 

installed in anaconda such as the stopword library, the imblearn library and the ntlk 

toolkit. For this, the anaconda command prompt is used. It can be launch from the 

search window on the desktop. When the prompt appears, the following command 

needs to be typed. 

➢ conda install -c conda-forge stopwords2 

➢ conda install -c conda-forge imabalanced-learn3 

➢ conda install -c anaconda nltk4 

 

  3.Code Structure 
The code structure should be neat, easily interpretable and well commented. It also needs 

to be re-usable and well-structured. Hence, care has been taken to meet all the mentioned 

criteria. 

• Folder 

The folder contains the dataset and the jupyter notebook. 

1. Dataset: 

It contains a CSV file of 1.6 million tweets containing different columns such as 

time, usernames and tweets. 

      

2. Jupyter notebook 

It contains the code implementation of the research project along with the graph plots 

extracted from the dataset. 

 
1 https://www.anaconda.com/products/individual 
2 https://anaconda.org/conda-forge/stopwords 
3 https://anaconda.org/conda-forge/imbalanced-learn 
4 https://anaconda.org/conda-forge/nltk 

https://anaconda.org/conda-forge/stopwords
https://anaconda.org/conda-forge/imbalanced-learn
https://anaconda.org/conda-forge/nltk
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4.Data 
4.1 Data Insights 

A single dataset has been chosen for this research and has been downloaded from Kaggle5 

repository in a CSV format. The structure of the data is as follows: 

 
                                                          Fig 2. Structure of Twitter Dataset 

 
4.2 Data Cleaning 

• The data contains a lot of irrelevant columns such as Id , Query and Username. They 

have been dropped from the set.  

• Null values have been dropped. 

• A function is developed to clear out symbols, numbers, and to convert all the tweets 

to lower case (A. & Sonawane, 2016). 

• Function was created to remove the stop-words from the tweets and also to remove 

the 100 most common words from the text. The cleaned tweets are stored in a new 

column labelled “tweets-without-stopwords” 

 

 
                                                          Fig 3.Data Cleaning Steps 

 

4.3 Data Pre-processing 

• The data needs to be pre-processes in order to be interpretable by the machine 

learning models. Different features need to be clubbed together to form new variables. 

The steps carried out are detailed below. 

 
5 https://www.kaggle.com/ 

https://www.kaggle.com/
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• The tweets in the new column are lemmatized. The hour and minute of each tweet are 

separated and stored separately.  

• The time period from midnight to seven in the morning are labelled as “Critical” and 

the rest are labelled as “Regular” and stored in a new column “Time of day”. 

 
                                                          Fig 4.Data Pre-Processing Steps 

• The data frame has been stored in a CSV on the local machine to create a checkpoint 

and to save time so that the entire steps are not repeated if the machine crashes or an 

incident is encountered. 

• The dataset needs to be sampled as many models underperform on very large datasets. 

The data frame is first split into two data frame in which the “Target” corresponding 

to 0 are stored separately and 4 are stored separately. Hence a 10,000 row sample is 

selected randomly using four combination of columns “Target” and “Time of day”. 4 

different data frames are created with combination such as where target is 0 and time 

of the day is regular, where target is 4 and time of day is critical, where target is 0 and 

time of day is critical and where target is 4 and time of day is regular. 

 
Fig 5.Selecting negative comments 
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Fig 6.Selecting positive comments 

 

• A sample of 2500 rows are selected in random from the above mentioned four data 

frames to create a sample of 10000 rows. The only attributes in this sample are 

“Target”, Tweets without stopwords” and “Time of day”. 

 
Fig 5.Creating a sample from four data frames 

 

• The columns Target and Time of day has been selected to create a new variable called 

“Mental Health”. This is a crucial step as it classifies mental health as normal or 

abnormal based on the time and sentiment of the tweet (Coppersmith, et al., 2015).  
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Fig 6.Classifying mental health 

 

• Common words are extracted from the normal and abnormal group to understand the 

words that are associated with the mental health condition. 

 
Fig 7.Common words displayed for abnormal group 

 



9 

 

 
Fig 7.Common words displayed for normal group 

 

• The data is now ready to be split into training and testing set as per 80-20 division. 

The target variable in the training set is the “Mental Health” and the “tweets without 

stopwords” will be used to train the data.  

• The “X_train” and “y_train” have been concatenated together to form a train_set 

which is a data frame. Similar step has been performed with the “X_test” and “y_test” 

to form a data frame “test_set” 

• Both the training and test data as vectorized using the Count Vectorization function 

which assigns tokens to the text in the column “tweets without stopwords”. 

 
Fig 8.Count vectorization Function 

• SMOTE: The training data is subjecting to smote which stands for synthetic minority 

oversampling technique where the imbalanced dataset is transformed into a balanced 

one with the minority portion being replicated. 

 
Fig 9.SMOTE 

• The data is now ready for model implementation. 
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5.Model Implementation 
The training data that has been prepared will be used to train the different machine 

learning models and the test data will be used to perform predictions. Different machine 

learning models are implemented to predict the mental health. The classification report 

function has been used to extract the evaluation parameters. Also, the cross validation 

function is used to see if the model overfits. 

 

5.1 Naïve Bayes 

 
Fig 10.Naive Bayes Model Implementation 

 

 
5.2 Random Forest 

 
Fig 11. Random Forest Model Implementation 

 

5.3 XGBoost 
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Fig 12. XGBoost Model Implementation 

 

5.4 MLP Classifier 

 
Fig 13.MLP classsifer Model Implementation 

 

5.5 Support Vector Machine 

 
Fig 14. Support Vector Machine Implementation 

 

 

5.6 Neural Network 
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Fig 15 Neural Network Implementation 

 

 

6. Hyper Parameter Tuning 
Models have been implemented with the default parameters and evaluated based on their 

performance. The parameters of all the models except for Naïve Bayes will be tuned in 

order to improve their performance. A detailed explanation of the parameters tuned has 

been included in the Research paper report. 

 

6.1 Random Forest 

 
Fig 16.Hyper parameter tuning of Random Forest Model  

 

6.2 XGBoost 

 
Fig 17. Hyper parameter tuning of  XGBoost Model  

 

6.3 MLP Classifier 
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Fig 18. Hyper parameter tuning of MLP classsifer Model  

 

6.4 Support Vector Machine 

 
Fig 19.Hyper parameter tuning of Support Vector Machine 

6.5 Neural Networks 

 
Fig 20. Hyper parameter tuning Neural Network  

This concludes the implementation of the research project. 
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