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1 Introduction 
 

This configuration manual states the software and hardware used and explains the codes used 

in course of the research thesis “Optimisation of Actor-Critic model in Continuous Action 

space”. 

2 System Configurations 

2.1 Hardware 

Processor: Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz 2.70 GHz 

RAM: 12 GB 

System Type: Windows OS, 64-bit 

GPU: Intel(R) UHD Graphics Family, NVIDEA Gforce 940mx 2GB 

Storage: 256 GB SSD 

 

2.2 Software 

Anaconda Distribution:  

The open source software which supports multiple platforms like spyder, jupyter notebooks, 

R studio and many more is downloaded and installed from Anaconda website. It provides a 

conda interface through which all package dependencies can be managed and installed. 

 

Spyder: This is a open source IDE for the development of Python and scripted in Python. It 

provides an environment for scientific programming. Spyder is included in the Anaconda 

environment. 

 

3 Project Development 

3.1 Package Dependencies  

Anaconda Installation1 : 
 

All packages required for the project implementation is handled by Anaconda which is 

installed from the Anaconda website. 

 

 
 
1 https://repo.anaconda.com/archive/Anaconda3-5.2.0-Linux-x86_64.sh 
 

https://repo.anaconda.com/archive/Anaconda3-5.2.0-Linux-x86_64.sh
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3.2 Gym Environment 

Gym provides an environment for development of artificial intelligent agents. The Gym is 

developed and maintained by OpenAI(Brockman et al., 2016; Henderson et al., 2017). 

OpenAI is a research company which primarily focuses on AI development.  

3.2.1 Cartpol 

This is a Gym environment consisting of a cart and a pendulum connected through a 

moveable joint. 
 

 

Figure 1: Cartpole environment 

Different properties of Cartpole environment is illustrated below: 
 

 
 

Here Gym package is used to load the Cartpole environment. The reset() function is 

implemented to reset the initial cart position in the environment. 

 

 

 
 

The the observation space of the cart is checked which is nothing but the state of the cart in 

the environment. Initial position gives four values. 

 

 
 

The random sampling from the action space is performed.  
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The step() function is used to select a particular action which is used by the agent to interact 

with the environment. 

 

3.2.2 MountainCar 
MountainCar is a popularly used environment for testing reinforcement learning agent with an aim to climb 
the mountain top to reach the goal. 

 

Figure 2: MountainCarContinuous environment 

 
 

 

 
 

Here Gym package is used to load the MountainCarContinuous environment. The reset() 

function is implemented to reset the initial car position in the environment. 

 

 
 

The the observation space of the Car is checked which is nothing but the state of the Car in 

the environment. Initial position gives two values. 

 

 
 

The action values are printed to check if the values are continuous. 
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The step() function is used to select a particular action which is used by the Car to interact 

with the environment. 

3.3 Implementation:  

3.3.1 packages used 

  
All necessary packages for implementing actor-critic and modified actor-critic algorithm in 

Gym environment is installed. 

3.3.2 Actor Critic 

 For implementation of Actor-critic algorithm in Gym environment the coding section is 

broadly segmented in four sections namely policy model class, value model class, play 1TD 

and the main function. 
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In the beginning of the clsass the int() function is called which initilises when the object of 

the class is created. First the neural network is loaded with m layers depending upon the 

input. Then the two output layers are added one for the mean and the other for the 

approximating the standard deviation. These parameters are used to build the normal 

distribution function. It is followed by sampling from the normal distribution which is used to 

select an action in the environment by the agent. This results in a new state and correspinding 

reward for taking that action. 

 

 
 

The class represents Critic netwrok in the Actor-critic algorithm which tell the policy 

netwrok how good a selected action is. The int() function of the code  is similar to the policy 

network. The only difference is that it has only one output layer which is used to approximate 

the state value. For optimisation of the value network squared error is calculated for the 

predicted and the actual state values. The Adam optimiser is used to perform optimisation. 

 

 
 

The above three functions are coomon to both the classes. Set_session() function is used to 

assign a tensorflow interactive session. The partial_fit() function fits the model for one 

update of the weights. The predict() function selects a particular action a state is provided. 
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Inside the main() function the environment is initialised followed by creation of the 

interactive tensorflow session so that both the neural network can share the same session. 

Two objects namely PolicyModel() and ValueModel() class is created using which the agent 

tries to solve the environment. 

3.3.3 Comparison between policy updates 
 

Continuous:  
 

  

Figure 3 A) Modified Actor-Critic (left)  B) Actor-Critic (right) 

 

In continuous action space the difference between the cost calculation by actor-critic and 

modified actor-critic. Here, instead of using a ratio value of the old and current policy in the 

log function differences of the log value is taken as it represents the same. 

 

Discreate: 
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Figure 4 A) Modified Actor-Critic (left)  B) Actor-Critic (right) 

In discrete action space the difference between the cost calculation by actor-critic and 

modified actor-critic. Here, the ratio value of the old and current policy in the log function is 

used. 
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