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Abstract 

 

Retail businesses are highly involved with customers, where customers can 

contribute in the profit and loss of the business thus makes them an important factor 

to be studied and analysed. Among the various factors studied for customer 

analysis such as market basket analysis and Customer Segmentation, Customer 

visit segmentation can also be considered as a meaningful analysis of customers 

and their shopping visits. Where Customer segmentation explains the motive 

behind each visit of customer to a retail shop, this research aims at adding a useful 

analysis to these visits by studying them further with Association rules. The aim 

of this research is to analyse the customer visits formed with k-means clustering 

by further analysis using Apriori and Eclat algorithm. This study gives a 

contribution towards deep analysis of customer visit segmentation using 

association rules and attempts to improve the performance using Eclat algorithm.  
 

1 Introduction 
 

Customer is always the first priority of every business; it has also proven many times that 

customer-oriented organisations are successful and ever growing in cooperate world. This was 

figured out by many organisations and they are trying to implement customer centric approach 

as their work criteria. To get into the shoes of the customers and try to merge according to the 

new trend followed by customers is constantly in generating huge profit. According to alias 

Devi & S.P. Rajagopalan(2012), customer satisfaction is critical in customer relationship 

management to confirm an increasing graph of customer loyalty and retention. Shrewd buyer 

being a subject of concern and important for all evolutionary acquiring management, where 

investors and businesses are willing to empty their pockets. And this is not only just in sales 

section but also in various other sections like telecommunication (Khamis Mwero Manero et 

al., 2018). Thus, all the researches are taking a curve towards the customer relationship 

management which is going above and high into their preferences of the organisations. 

Customer activities supports to make the procedure very simple and easier as the authors 

analyse the information/data of customer all performed act or their activities from ample of 

sources and try to fetch some beneficial perceptions from the same.  This method carries a 

significant value in the business vision and also marketing section could get beneficial 

information from it. 

 

Through the market basket analysis and customer segmentation practices purchaser is been 

acquired in present world. Where market basket analysis attention is mainly on customer 

activities or demand of purchase, customer segmentation aims mainly on the groups of 

customers and their attributes. Both of these methods are operational in various type of 

requirements. Like (P.Isakki alias Devi, 2012)(Kaur and Kang, 2016) has operated on market 

basket analysis to guide marketing team handle their forthcoming activities and ideas. Alias 
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Devi & S.P.Rajagopalan (2012) has performed on customer segmentation to support the new 

product launching decisions where knowing customer demands/trends are key points. 

 

Furthermore, apart from customer segmentation and market basket analysis, there is one 

remarkable concept described and exhibited by researcher (Griva et al., 2018) is Customer Visit 

Segmentation. The concept involves around recognising the motive of visit of every customer. 

The researcher has specified that each visit of the consumer is generally has a motive and 

recognising that could be very vital and helpful in several ways such as shelf organisation, 

marketing, discount and vouchers etc. Also, if customer visit segmentation utilised further to 

find information according to the days and parts of the days which can be more useful. In this 

study, it is executed well using clustering and the details about the customer visits is perfectly 

mentioned according to the days and part of the day.  

 

Findings has also mentioned that though this study is fine acting out and capable of supporting, 

it can be further improved by adding this association rule mining into it. Moving with this study 

ahead, it is proposed in this dissertation the purpose to make customer visit segmentation more 

successful with the help of clustering as well as association rule mining. This research will 

elucidate each customer visit cluster in more valuable way. (Balaji et al., 2012) has encouraged 

to combine association rule with clustering to gain more acquaintance form each cluster in 

order to make the purpose supportive. This dissertation is the work to be accompanied with the 

intention to solve the following research question: 

 

• How Association Rule mining contributes in improving clustering-based customer visit 

segmentation?  

 

To address this research question, the set of research objective derived are as follows: 

1. Investigate the state of the art broadly around improvising the customer visit 

segmentation. 

2. Design a model to incorporate clustering and association rule to give out useful insights.  

3. Implement the K-means clustering and Apriori algorithm along with all the necessary 

data handling to give out finest results.  

4. Implement Eclat Algorithm to analyse the frequently bought item sets in each visit 

segment.  

5. Evaluate the performance of models along with their contribution to the existing 

research.  

 

To solve these objective of the research, stepwise methodology is to be followed modelled with 

KDD. Initial steps to be taken would be Data cleaning, formatting then leading to data mining. 

Data mining steps to be followed are K-means algorithm for clustering which would ideally 

give out the customer visit segments stating the motive of the visit. This data would then be 

followed for association rules. All these data mining methods would be evaluated on the basis 

of different evaluation method to finally discuss the outcomes of the research and fulfilment of 

the objectives.  

 

 

2 Related Work 
 

The concepts behind the motivation of the research are customer segmentation and market 

basket analysis. As the topic of this research is an amalgam of the both it would be interesting 

to know the basics of these notions and how they inspired the idea of the research project.  
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2.1  Customer Visit Segmentation with Clustering and Association Rules 
 

The concept of customer visit segmentation is inspired from the terminology of customer 

segmentation which is used widely to differentiate customer profiles according to their 

shopping behaviour. According to (Kansal et al., 2018) Customer segmentation makes easy to 

handle large data of customers. Segmentation of customers hold high importance as it helps in 

knowing the pattern of customers according to their categories which helps in planning 

marketing and business strategies to grow in business.  

These customer segments can provide various types of information regarding potential buyers 

of each segment increasing the value of customer segmentation. Similar experiment has done 

by (Calvo-Porral and Lévy-Mangin, 2018) to name each customer segment according to the 

likes and dislikes of the customer regarding product purchase. This study contributes towards 

the better understanding of customer buying preferences in a specialty store for strategy and 

marketing.  

Customer Visit segmentation is a similar concept which focuses on the type of visit motive for 

which the customer visits the retail shop in each segment. (Griva et al., 2018) demonstrates the 

customer visit segments in a highly efficient way using K-means clustering to give out neatly 

differentiated customer visit segments helping the store management to know at what time of 

the day and which days of the week most of customers has what motive to visit the shop. 

Though the customer visit segmentation assists in a very useful way, there is a scope of further 

analysis to retrieve maximum knowledge from these visit segments.  

Association rule mining is known popularly for market basket analysis which states the 

products bought together by a customer based on its basket transactions. These rules are used 

by retail shops to gather the information about the frequently bought products and their chances 

of being in a basket together.  

These benefits of association rules are applied many times by researchers to prove the higher 

benefit when applied to customer segments. As (P.Isakki alias Devi, 2012) implement 

association rules using apriori algorithm on customer segments formed using k-means 

algorithm, states that the research would also help in planning new line of products. (Agarwal, 

2017) demonstrates decision making system for supply chain management firms where using 

association and clustering, the research is aims to help in ease in knowing the demand of the 

stock for stock items arrangement. The experiment (Silva et al., 2019) is well explaining in 

terms of benefits of analysing clustered segments using association rules as the researchers 

implements apriori algorithm on clustered segments formed according to loyalty of the 

customers. It is observed that the level of loyalty of customers is well analysed with the help 

of association rules giving out the frequent products bought together by those customers. This 

theory is backed up by (Miguéis et al., 2011) who implements association rules of customer 

segments to get the products bought together in a set of 2 explaining that the experiment would 

help in increasing the loyalty of customers of a retail store.  

Clustering based association rule has also seemed to be helpful in reducing the computational 

cost (Quan et al., 2009) when association rules are applied on smaller segments instead of entire 

dataset. Along with reducing computational cost it also enhances the results belonging to 

specific segments.  

Importance of clustering-based association rules is explained for online shopping market as 

well where researchers (Riaz et al., 2014) explains the benefits with demonstrating a product 

recommendations system. Online segmentation is also benefited from the cluster-based 

association rules for product recommendation where researcher (Changchien and Lu, 2001) 

has implemented customer product fragmentation reflecting the flexibility of the concept in the 

form of its advantages as the system helps in one to one product recommendation of customers 

and also states the favourite products of customers.  
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Customer segmentation along with association rule is also flexible with the channel of market 

where (Liao et al., 2013) experiments the segmentation along with association rule of three 

channels of products to gather segments with the product buying behaviour in it. It is also 

observed from the research (Suhail Najam and Hashim AL-Saedi, 2018) that when association 

rules are applied on cluster segments instead of entire dataset, it helps in gaining the accuracy 

and the high level of analysis of each segment increasing the understandability.  

Where clustering is usually done on customers, we can also see a unique research where 

segmenting is performed on the store branches. The branch of the retail stores where segmented 

and association rules were implemented on the segments to get knowledge about the products 

bought in those store branches to plan separate marketing strategies. 

All the above study shows that when association rules mining is collaborated with clustering-

based segmentation it assists in retrieving more helpful knowledge from the data analysis.   

 

2.2 Apriori and Eclat Algorithm for Association Rule Mining 

When it comes to association rules or market basket analysis, it is seen that apriori algorithm 

is used on a popular demand. It would be curious to know the benefits of the algorithm and to 

analyse if the algorithm is in fact the best for all the analysis based on association rules. 

As per studies by some research, it is perceived that some of the algorithms such as eclat, 

performs better than apriori algorithm.  

When Apriori and eclat algorithms are implemented on the real-world data by (Robu and dos 

Santos, 2019) to extract frequent data mining, they are compared on basis of efficiency, 

performance, support distribution and number of rules generated showing that eclat algorithm 

has a better performance, better efficiency. Support distribution is observed to be equal, but 

rules generated by the apriori algorithm are more than what generated by eclat algorithm.  

(Kotiyal et al., 2013) has implemented apriori and eclat algorithm to compare the performance 

for behaviour analysis of the user in web log. It is concluded in the research that eclat algorithm 

has shown better performance than apriori algorithm with large dataset with the generation of 

lesser tables and thus taking lesser time.  

Another study (Borgelt, n.d.)for comparison of apriori and eclat algorithm has shown the study 

based on memory usage and execution time tested on 5 datasets. The study concludes the 

superior performance of eclat algorithm compared to apriori in terms of memory usage on 4 

out of five datasets whereas according to execution time it proves to be better in all 5 datasets. 

A quantitative study of apriori and eclat algorithm is implemented by researcher (Tanu Jain, 

2016) based on R platform where the comparison of the two algorithm is performed based on 

the datasets of different volumes. The researcher proves by this study that eclat algorithm has 

shown better performance in both the cases when dataset was smaller as well as when it was 

large. 

Similar to the above studies there are two more studies including the performance comparison 

of apriori and eclat algorithm in terms of their execution time and memory usage. These studies 

back up the same observation in most cases where the researchers claim to observe the eclat 

algorithm performing better than apriori.  

As per shown in lot of studies, giving enough evidences, it makes interesting to study if the 

eclat algorithm makes association based customer visit segmentation better performing model.  

2.3 Summary 

It is observed from the above research that Customer visit segmentation is an interesting 

modification of the customer segmentation which can be implemented using K-means 

clustering. It would be exciting to analyse whether it helps in every other dataset. It is also 

studied that association rule mining can help further to know about the shopping behaviour of 
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the customer. The use of clustering-based association rule has inspired to experiment it on 

customer visit segmentation. For the improvement of the segmentation results, it would be 

beneficial to classify the basket data according to the categories as per learnt from one of the 

mentioned research. It is observed that eclat algorithm is most of the times performs better than 

apriori algorithm becomes a curiosity to experiment it in the research to make the model 

efficient in performance.  

 
 
 

3 Research Methodology 
The research methodology is designed according to Knowledge Discovery in Databases 
methodology. The methodology to be followed as planned would explained in following sections: 

 

 

Figure 1 : Customer Visit Segmentation Methodology 

  

3.1 Data Selection 
 This step involves Business and Data understanding method, Type pf data used in this step 

would be Transaction data and Products data.  

The Research s based on the ‘Glantus Dataset’ which is provided by the ‘NCI-IPP’ Team. The 

data is Real-time data and metadata of the tabular data used is explained in the following tables.  

 

 

 

 

 

 

 

 

Transaction dataset provided includes the columns giving information about Date and time of 

the transaction, Store where the transaction has happened, value of the products bought in the 

basket, count of the items of basket and a json string detailing about the items in each basket.  

 

 

 

 

Transaction Data 

Date and Time 

Store 

Value of Basket 

Count of items in basket 

Items in basket 
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Products Data 

EAN 

PLUCode 

RetailLineCode 

Department 

Section 

Subsection 

BrandTypeCode 

Description 

WeightedItem 

ShortDescription 

 

The Products data given has information about the products sold by the shop. Among all the 

data provided, columns related to EAN code(Barcode) of product and department, section and 

subsection of the product is used in the research.  

This data would be stored in SQL server using import export wizard of SQL Server 

Management Studio.  

 

3.2 Data Pre-processing and Manipulation 
The required tables from the data are to be checked for missing or garbage values to increase 

the quality of data.  

The data was analysed to result in some duplicate entries in transaction table. Duplicate 

transactions were removed. It also contained different baskets with same transaction ID which 

could result in duplication in results leading to errors hence were removed completely.  

As per stated by (Griva et al., 2018), Baskets with Large transaction as well as small 

transactions could cause the quality of data analysis to get lower as the small baskets does not 

help in concluding any specific shopping motive and larger baskets can possibly conclude 

abstract shopping visit with range of categories of products. Due to this reason, Baskets with 

more than 30 products and less than 3 products were removed to get the data quality raised.  

 

3.3 Data Transformation 
On this stage, the data is transformed into the required format of basket data.The data to be 

convert into the horizontal data with basket ID as a key column and all the items in the basket 

as separate columns having values 0 or 1 based on their availability in the basket. This sparse 

matrix data is required for clustering.  

 

The data retrieved from clusters is in same format and used in association rules in Visual studio.  

For Rstudio, again the format would be different, it would be baset format and it is formatted 

in RStudio only.  

 

3.4 Data Mining 
 

Data mining algorithms used in the research are K-means clustering, Apriori Algorithm and 

Eclat algorithm.  

K-means clustering is used for customer visit segmentation in visual studio using SQL Server 

Analysis Services.  
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Apriori algorithm is implemented to analyse the customer segments formed in terms of the 

products bought in each segment.  

Eclat algorithm is implemented in RStudio to compare the performance with apriori and to test 

the results to achieve better performing model.  

 

3.5 Evaluation 
 

3.5.1 Clustering Evaluation 

Cluster segments formed with K-means clustering are evaluate according to the Sum of Square 

Error (SSE) values as per retrieved from Elbow Method.  

Cluster segments are also evaluated based on the most number of product categories present in 

that cluster to analyse about the potential visit motive of the segment and to name it.  

 

3.5.2 Apriori Evaluation 
Apriori algorithm are evaluated for the association rules retrieved from the mining. The values 

considered for the evaluation in visual studio are Importance (Lift), Support and Probability 

(Confidence).  

 

3.5.3 Eclat Evaluation  
Eclat Algorithm implemented in RStudio is evaluated based on only support value as the 

algorithm is very simple in terms of generating item sets that stated the items bought 

together.  

 
 

4 Design and Implementation 
 

 

Figure 2 : Design and Implementation of Research 

 

4.1 Data Transformation and Pre-processing  

In this process, the dataset table of Products and Transaction were joined together using left 

inner join, Data was sampled to remove baskets with less than 3 and more than 30 products 

and the table was converted to binary matrix with basket ID as a key and each basket Item as 

a column with values 0 and 1 depending on the availability of the product in that basket. 

Binary matrix was created using dynamic pivot function of SQL Server with the help of SQL 

Server Management Studio.  

 

4.1.1 SQL Server Management Studio  
SQL Server Management Studio is an open platform for handling and processing SQL 

Database. It is a convenient and user-friendly software for managing the SQL Databases with 

ease. SSMS (SQL Server Management studio) is also used in accessing and exploring the data 

mining results. For Data pre-processing and manipulation SSMS was used as a platform.  
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4.2 Visit Segmentation using K-means clustering 
 

After the process of Data cleaning, manipulating and sparse matrix formation as per explained 

in methodology, this data is given as input to form the cluster segments in visual studio of SQL 

Server Analysis Services.  

By creating a Data source and Data views of the table with transaction and products related 

data, A mining structure is created by selecting Microsoft clustering as a model. Before 

processing the created model, optimum initial number of clusters were selected as K=6, as per 

given in the elbow method.  

 

The created model thus processed with the required settings to get a well-formed clustering 

model detailing about the visit segments of the customers.  

 

Figure 3: Clusters of Customer visit segments 

 

4.2.1 SQL Server Analysis Services in MS Visual studio  
SQL Server Analysis services along with Microsoft visual studio offers a wide range of data 

mining algorithms to perform. All of these are Microsoft algorithms and allows the researcher 

to explore the results of the data mining in many forms such as data mining viewer and model 

viewer.  

Data mining steps are performed by accessing the SQL database in Visual studio of SSAS 

where all the required and transformed database where stored by using connection manager.  
 

4.3 Association Rule Mining  

Association rule mining for each customer visit was implemented using two algorithms: 

Apriori and Eclat. Apriori algorithm was implemented using Microsoft association rules of 

SQL Server Analysis Services in MS Visual studio. Whereas Eclat algorithm was 

implemented using RStudio.  

The dataset used for this implementation was in the format of basket data with Basket ID as a 

key column and the products present in the basket in a row.  
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4.3.1 Association rule mining of clusters in Visual Studio 

4.3.1.1 Microsoft Association Rule (Apriori Algorithm)  

Microsoft association rule is just an implementation of apriori algorithm with improved 

visualization and organization in displaying the rules.  

Apriori algorithm is used for finding frequent itemset in a dataset with the help of Boolean 

association rule This algorithm uses a iterative approach to fine a frequent item set with a 

prior knowledge the item sets hence called as apriori.  

The Item sets can be analysed using following parameters:  

1. Support (Frequency): Total number of cases with the analysed item  

2.Confidence (Probability): probability of the item set happening with respect to all other 

item set  

3. Lift (Importance): The importance calculated for each item set as probability of the item 

set divided by the compound probability of each item in itemset.  
 

 

The cluster segments are further analysed using association rule mining in Visual studio. As 

the cluster segments are formed in SQL Server Analysis Services, it was very feasible to 

access the transactions involved in each cluster. Using DMX (Data Mining XML) query, the 

‘cases’ involved in each cluster were retrieved and saved as a CSV file to be used further. 

Then the files were saved on SQL Server in table format for further analysis.  

These SQL tables representing the data for each cluster was received in visual studio by 

connecting to the server. By creating correct data source and data views, new mining 

structures were modelled as ‘Microsoft association rule mining’.   

 

Figure 4 : Association rule Mining with Apriori Algorithm  

 

4.3.2 Association rule mining of clusters in Rstudio 

4.3.2.1 RStudio  

For the objective to enhance the cluster analysis of customer visit segments by using 

association, RStudio is used as a platform to perform association rules on each of the cluster 

formed for exploring the role of association rules in customer visit segmentation. 

4.3.2.2 Eclat Algorithm  

Eclat algorithm denoted by Equivalence Class Clustering and bottom-up Lattice Traversal 

Algorithm. It is considered among the popular algorithms used for association rule mining. 

This algorithm works in a vertical manner (Depth first) and apriori algorithm is which works 

in a horizontal manner (Breadth first) which makes Eclat faster than apriori algorithm.  
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Eclat algorithm also has some more advantages over apriori algorithm such as lesser memory 

requirement, lesser number of scans for computing and better speed being one of them.  
 

 

Cluster data was further manipulated to create a format accepted by Rstudio to perform 

association rule with apriori algorithm. The sparse matrix was converted into data in basket 

form describing each product in basket. This data was then modelled with Eclat algorithm to 

give further insights of each cluster formed.  

The Eclat algorithm gives Item sets brought together than the actual association rule making 

the association simpler to understand.  

 

 

Figure 5 : Association rule mining with Eclat Algorithm 

 

4.4 Analysis of the segments along with the association rules retrieved.  

The clusters achieved from the K-means clustering are then labelled for a visit motive 

according to the Items present in the cases. The association rules formed in each cluster visit 

would be then analysed to know the frequent items bought in each visit.  
 

 

5 Evaluation 
 

Evaluation for this research is given in terms of technical as well as business understanding. 

As the base of the research is business intelligence, it has focused on business perspective 

contribution of the research.  

For the evaluation of Cluster segments formed, standard elbow method is implemented to 

evaluate the inter cluster distance as well as the sum of square error (SSE) values of set of 

clusters.  

Apriori and Eclat algorithms are evaluated based on series of minimum support values such 

as 0.01%,0.1%,0.5%,1%,5% and 10%. Results of these support values are compared for the 

following metrics as per referred from literature review:  

1. Number of Rules Generated  

2. Algorithm performance according to time consumption. 

5.1 Evaluation of Visit Segmentation using Clustering.  

The Microsoft Clustering is performed for achieving customer visit segmentation as a state of 

the art.  

As per the elbow method, optimal number of clusters defined were K=6 as per the figure 6, 

Researcher (Griva et al., 2018) had complications in stating the accurate results of elbow 

method in case of finding the exact elbow for the standard elbow method. In the previous 
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research where researcher had to test the K values from 6 to 10 to check the most accurate 

clusters, in this research the elbow was accurately found and implemented.  

 

 

Figure 6 : Elbow Method 

 

The CLUSTER_COUNT was set as 6 in Microsoft Clustering algorithm settings. With the 

help of sum of square analysis using elbow method, 6 optimal clusters were achieved.  

 

The Clusters retrieved for the segmentation of customer visit motive are concluded as below:  

• Cluster 1 can be defined as the ‘visit for lunch/dinner’ as the main items bought 

from the visit are salad, vegetables and chilled produce.  

 

• Cluster 2 can be defined as the ‘visit for snacks’ as one of the key items bought in 

this visit are confectionery, pies and biscuits.  

 

• Cluster 3 had baskets with various types of products which could not conclude any 

specific shopping motive for the visit hence can be given as ‘abstract visit’.  

 

• Cluster 4 can be defined as ‘visit for breakfast’ as most of the baskets included the 

products bread, cooked meat, morning goods and frozen vegetables.  

 

• Cluster 5 is observed as the motive of ‘party visit’ as most baskets had the products 

with drinks, soft drinks and snacks.  

 

• Cluster 6 can be named as ‘Mixed food visit’ as the products observed in the segment 

are various types of only food products including pet food as well.    

 

Customer visit segmentation has shown accurately formed clusters with the help of exact K 

value in elbow method achieved.  

As the segments achieved from this experiment gives only a basic idea about a visit, It would 

be necessary to analyse these clusters for further information.  

 

5.2 Evaluation of Microsoft Association Rule Mining (Apriori Algorithm).  

Association Rule mining has assisted in further analysis of the cluster segments formed with 

customer visit segmentation.  
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Implementation of apriori Algorithm using Microsoft Association rule mining in visual studio 

had following parameters.  

 

 

Parameter Value Percentage 

Min. Support 0.05 5% 

Min. Probability (Confidence) 0.50 50% 

Minimum Length  2 (Items per rule)  

Table 1 : Parameters for Apriori Algorithm 

The following important rules were retrieved for analysis of each cluster representing a 

customer visit in table 2. 

 
 

Customer Visit Interpretation of The Rule 

 

visit for 

lunch/dinner 

If the Customer buys product from [Breakfast Cereal] and [Bread] category, 

most likely he would also buy product from [Milk] category.  

 

visit for snacks If the customer buys product of [sandwich and snacks] and [confectionery] 

category, then most likely he would also buy product from [Crisp/Snacks and 

Nuts] Category 

abstract visit If the Customer buys product from [Chilled prepared produce] and [Milk] 

category, most likely he would also buy product from [Vegetable] category.  

 

visit for breakfast If the Customer buys product from [Potatoes] and [Fruit Tropical] category, 

most likely he would also buy product from [Vegetable] category.  

 

party visit If the Customer buys product from [Hot Beverages] category, most likely he 

would also buy product from [Confectionery] category.  

 

Mixed food visit If the Customer buys product from [Cheese] and [Soft Drinks] category, most 

likely he would also buy product from [Cooked Meat] category.  

Table 2 : Association Rules for Apriori Algorithm  

 

All the above rules are having 50% of likelihood of happening.  

In the research (Griva et al., 2018), The rules generated with the support value as 1% and the 

confidence values 60% on an average. In this research the rules were generated with lesser 

confidence (importance) value explaining the values of rules with lesser chances of being true 

but 50% confidence level gives enough importance for the rules to be used in practical 

application.  

Though, the Analysis of each visit using Apriori Association Rules has shown a better study 

of the products bought during the visit, Considerable computational time is observed in the 

implementation. It would be interesting to study if another algorithm takes lesser time and 

gives better performance.  
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5.3 Evaluation of Association rule mining of clusters using Rstudio (Eclat 

Algorithm).  

Eclat algorithm is performed to compare with apriori algorithm to achieve a faster performing 

association rule algorithm.  

Eclat Algorithm was set for mining with parameters as stated in table 3 

 

Parameter Value Percentage 

Min. Support 0.05 5% 

Minimum Length  2 (Items per rule)  

Table 3 : Parameters for Eclat Algorithm  

Training of Eclat algorithm has shown groups of Items bought together for each visit of a 

customer in table 4.  

 

Customer Visit Item list 

visit for lunch/dinner Bread and Milk 

visit for snacks Crisps/Snacks & Nuts and Soft Drinks 

abstract visit Milk and Vegetables 

visit for breakfast Fruit - Tropical, Milk 

party visit Confectionery, Milk 

Mixed food visit Bread and Cooked Meat 

Table 4 : Association Rules Generated with Eclat Algorithm  

In this research Eclat Algorithm is tested on regards to the computational time consumption. 

As stated in the research (Griva et al., 2018), the Eclat algorithm took 30 milliseconds to 

process rules for 200 transactions whereas in this research we can see the number of 

transactions and the time taken for each visit segment as states in table 5.  

 

Visit Segment  Number of 

Transactions 

Computational 

Time (milliseconds) 

visit for lunch/dinner 125531 13 

visit for snacks 83853 41 

abstract visit 54166 48 

visit for breakfast 49557 8 

party visit 49654 3 

Mixed food visit 45583 3 

Table 5 : Computational Time for Eclat Algorithm according to Visit Segments 

 

Eclat Algorithm here stated the simple rules with minimal parameters indicating the products 

which are generally brought together in each visit thus, taking lesser computational time than 

Apriori algorithm.  
 

 

6 Discussion 
 

The experiment of customer visit segmentation which is a state of the art has shown basic 

visit segmentation which can be identified as a general visit motive, but the results does not 

give a confirmation about one motive only. The clustered segments include products of 

various variety of categories disturbing the judgment of the reason behind visit the shop. This 
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experiment completely depends on the dataset and the type of products bought and cannot 

guarantee the perfectly divided visit motive by clustering.  

The experiment was followed by the correct number of K Clusters in K-means algorithm, 

Cluster segments did not find perfect visit motive.  

Also, the fact that some of the products cannot confirm any motive and which are bough 

generally can affect the concept behind deciding the visit motive.  

 

Although, if we consider the basic visit segments for further analysis, Association rule 

mining has shown excellent rules which can help in finding the products bought in each 

basket for the visit motive in a time frame.  

Following are the number of rules generated for series of minimum support values and the 

total rules generated.  
 

Minimum 

Support  

Number of Rules Generated 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 Cluster6 

0.01% 58875 114507 754923 7484551 141191 132382 

0.10% 4475 7060 21321 83065 7368 31750 

0.50% 646 980 2196 5433 1015 2999 

1% 229 398 749 1692 401 1034 

5% 8 41 48 110 37 75 

10% 1 13 14 28 10 17 

Table 6 : Number of Rules Generated in Association rule with range of support  

Both Apriori and Eclat algorithm showed same number of rules while showing some 

performance differences in terms of time consumption as per stated in figure 7.  

 
According to the figure Even if the Number of rules generated are equal, the different 

algorithm has shown the huge difference between the time taken to compute the rules.  

This difference can also be justified by the difference in the platforms of both algorithm 

(RStudio and Visual Studio). Even if it is seen in the research that Eclat algorithm takes more 

time to compute then apriori algorithm, it is also backed by the result that it generates lesser 

 Figure 7 : Performance Comparison of Apriori and Eclat Algorithm.  
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rules and this case do not give enough evidence to be true in this experiment as the number of 

rules are equal.  

 

This research can be taken ahead in future to compare the different association rules on same 

platform to compare the results with enough evidence.  

It can also be studies if the customer segments show better results with other clustering 

techniques such as EM technique in Microsoft clustering.  

With the future improvements and automation, customer visit segmentation can help in many 

customer analysis software for Retail shops.  
 

7 Conclusion and Future Work 
 

This research has objective of  improving the clusters with the help of elbow method, where 

the results were accurately achieved with a K value and the clusters were achieved in the K-

means algorithm accurately as compared to the previous research. 

 Research aim of modelling association rules with visit segments resulted into the meaningful 

contribution to the customer visit segmentation as the rules gave the further insights into the 

segments with rule having acceptable importance.  

Implementing eclat algorithm has shown the frequent item sets instead of rules which were 

simple to understand with the good support value.  

Performance comparison of apriori and eclat algorithm concluded the faster performing eclat 

model with the same number of item sets as apriori algorithm which is a highly contributing 

factor of this research.  

While the eclat algorithm is proven to be faster than the apriori due to horizontal processing 

in the studied previous research, in this research it cannot be justified completely considering 

the difference in the platform for the implementation. It can be used as a future work to 

compare the performance on the same implementing platform. It would be interesting to 

compare the both algorithms on RStudio as the platform with R language as the Microsoft 

association rules has limitation of only apriori algorithm which lead to the limitation for this 

research.  

This research has considerably added the value to the customer visit segmentation model by 

adding association rules, with the attempt of further improving the model performance it 

would be beneficial in knowing the customer visit motives with better analysis for retail 

businesses.  
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Q1. What would be the main reason to use Eclat algorithm?  

 

The primary objective behind using another association rule algorithm was to experiment the 

improvement of the performance of customer visit analysis.  

It is studied from some research (Robu and dos Santos, 2019) (Kotiyal et al., 2013) (Borgelt, 

no date) (Griva et al., 2018) (Jain, 2016) that Eclat algorithm has performed faster than 

apriori and this theory motivated to experiment the eclat algorithm for customer visit analysis 

to compare the performance with apriori algorithm.  

 

Q2. What percent of the dataset is used for training of Eclat algorithm, and why? 

 

The entire dataset is used for customer visit segmentation which was further divided into visit 

segments and the data involved in each visit segment was used to train eclat algorithm for 

each visit.  

The percent of data according to visit segments can be approximately given in Table1  

 

Visit Segment % of Total Dataset 

visit for lunch/dinner 30.7% 

visit for snacks 20.53% 

abstract visit 13.2% 

visit for breakfast 12% 

party visit 12% 

Mixed food visit 11% 
Table 1: Percentage of Dataset for each visit. 

Q3. What is a novelty in this work? 

 

Customer visit segmentation is a novel concept given by (Griva et al., 2018) which was the 

base motivation behind this research. This work contributes towards an extension to the 

research presented by (Griva et al., 2018) giving a novel experiment of analysis of visit 

segments with association rule mining and experiment of the performance improvement as 

well.  

 

Q4. Why RStudio and Visual Studio have huge difference between the time taken to 

compute the rules? Give more justifications. 

 

The primary reason behind the time difference was given by the difference in the algorithms, 

but the entire experiment could not be compared on the fact that algorithm was different, as 

the modelling platforms were also different in this case.  

It was not the motive of the research to compare the performance based on platforms and also 

there are no studies found to back up the theory that visual studio performs faster than 

RStudio hence it was only assumed that difference in the algorithm performance could be the 

factor. As RStudio shown faster performance, future work can be considered to experiment 



more algorithms on RStudio to conclude if Visual studio was behind the slower performance 

when compared with eclat algorithm as per stated in the research report.  

 

Q5. What is a rationality to have to set the cluster count as 6? 

 

The cluster count 6 was concluded from the graph of elbow method when applied the method 

on the dataset.  

 
Figure 1: Elbow Method 

Elbow is the point of the graph where SSE (Sum of Square) value drops considerably and 

then it does not reduce with a large measure or almost stays stable.  

As the cluster count keeps on increasing, the SSE value keeps decreasing, but the elbow point 

is considered as the cluster count which would give accurate clusters with acceptable SSE 

value. 

This elbow point is observed at 6 as per given in figure 1 hence the cluster count was 

rationalised to be 6.  

 

Q6. what is the actual computational time and number of transactions for each visit 

segment for the apriori algorithm in section 5.3 

 

The Transactions for the apriori algorithm were also same as per the eclat algorithm as given 

in section 5.3. 

The actual computational time is as given in table 2.  
 

Visit Segment  Number of 

Transactions 

Computational 

Time (Minutes) 

visit for lunch/dinner 125531 1.78 

visit for snacks 83853 1.65 

abstract visit 54166 1.62 

visit for breakfast 49557 1.54 

party visit 49654 1.54 

Mixed food visit 45583 1.47 
Table 2: Apriori Algorithm Computational Time 

The minimum support value was set as 0.05(5%) for these rules generations as well.  
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