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Detection of Exoplanets System in Kepler Light
Curves using Deep learning

Nandhavarman Jeevarathinam
x18186459

Abstract

With the development made in Optical and Imaging technology, many astro-
nomical observations were made recently. The brightness of a star over a period of
a time are called light curves which are scanty, sparse and heteroscedastic. Using
these huge time series data, classification task needs to be performed to label as
planet candidates and false positive. In this research work, the time series extracted
from the time series are transformed using recurrence plot for better pattern recog-
nition using VGG16 Convolution architecture. Introduction of image augmentation
with recurrence plot for the light curve data produces good result compared to many
other researches and technologies. Main limitation in this domain is the size of the
data to be processed. Using this methodology, comparatively less amount of data is
used to train a model which can recognize transit planet patterns in a light curve
time series data.

Keywords— Exoplanet detection, Recurrence plot, Time series classification

1 Introduction

Most of the exo-planetary systems were detected using indirect methods like transit photometry
and radial-velocity method. There are trillions of stars in our galaxy. Each one has atleast one
planet with solid surface around them. In the habitable zone, around 30 percent of the medium
sized stars has habitable planets. There are trillions of earth like habitable planets waiting to
be discovered in our milky way galaxy. In this research work, transit data (light curves) is taken
for the detection of exoplanets. Using machine learning techniques, proper transit patterns can
be recognised by the machines to detect the transit of exoplanet around an alien star.

In astronomical community, Data is used as a Flexible Image Transport System(FITS). To
plot the time series data from the FITS file, this research work used Astropy.io package is used in
python. In research work [2], to classify light curves, they used Adaptive Neuro-fuzzy system. In
Artificial intelligence area, lot of algorithms uses fuzzy logic concept. Neural network has more
learning capacity than fuzzy systems. Using fuzzy system, they achieved an accuracy of 81%.
According to the research conducted by authors of research paper [3], deep neural network is
used for light curve classification. First, they flattened the data into a single dimensional vector
which is fed into a artificial neural network to process. This same kind of approach is used in
our research work using convolutional neural network.

Comparing results from the paper [2] and [3], deep learning algorithms perform better than
parametric algorithms in classification. So, VGG16 architecture which is a deep learning model
is chosen for the classification task. This research work is implemented to focus on the below
research question.
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1. ”The aim of this research work is to investigate to what extent machine learning can
identify the perfect planet transit pattern based on their light curves?” When a planet
crosses between a distant star and observer from earth, it forms a unique shape of fall in
the time series data of the light curve. This is called as Planet candidate. The proposed
thesis work is excepted to achieve the above mentioned research objective.

In section 2, various literature and previous relevant work is discussed. The research meth-
odology which is used to implement the insights derived from section 2 is described in section
3 of the paper. Section 4 conveys about the design architecture created for the implementa-
tion. In section 5, the technologies and tools required to implement the model are described
in detail. The results obtained by conducting different experiments were discussed in section 6
of the paper. Finally, the motive of the paper is concluded and scope for future researchers is
mentioned in the section 8 of this paper.

2 Related Work

In this section, various relevant research and literature work are discussed and critically ana-
lysed. For the classification of light curves, researchers used parametric modelling such as
hypothesis testing prior to the development of machine learning techniques. A clear research
and study about parametric models till advanced neural network architecture needs to be con-
ducted for deeper understanding of this research methodology. Plethora of relevant research
paper are clubbed under four parts.

1. Papers using Parametric Modelling.

2. Methods to get light curve data from astronomical data.

3. Light curve pre-processing.

4. Various classification techniques used.

2.1 Papers using Parametric Modelling

According to research work [4], a model is presented for the detection of exoplanets. The time
series data with same mean and variance were arranged as an autoregressive function. A hike
in the parameters like variance and mean, is triggered by a planet transition in front of a alien
star. Neyman-Pearson detector is used if the change parameter is known. Otherwise, generalized
likelihood ratio detector is used. Lot of photon noise mix up with the signals received. Two
hypothesis were decided in the AC detection problem. No hike or jump in the mean or variance
would become the null hypothesis and sudden jump would the alternate hypothesis. The test
statistics called Neyman-Pearson detector was computed and if it was lower than the critical
value calculated, null hypothesis would not be accepted. Failing to accept the null hypothesis
would mean there was a hike in the statistics which was caused due the transit of an alien
planet.

In the research paper by I.Nikiforov and M.Basseville, they improved the detection al-
gorithm. But the algorithm was limited to off-line jump exposure algorithm [5]. Similarly in
[6], off-line jump is designed to train the model. The model proposed in this paper [6], can
control the case such as hike in the mean and the power of Autoregressive(AR) process.
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2.2 Methods to get light curve data from astronomical data

In this thesis work, critical step is to extract the time series data from the astronomical data.
Some prominent packages and methods are listed as follows. Hannu Parviainen in the research
work [7], using PYTRANSIT package presented a effective way to access light curves. The aim
of the package PYTRANSIT is to reduce the complexity of the study of time series data in the
light curves. In research paper [1] and [3], the library Astropy is used to get the time series data
from the FITS file. Astropy is stable and has many improvements over PYTRANSIT package.
With getdata() and getheader() commands the header and data are easily accessed respectively.
As compared to other packages, astropy is faster and easy to use.

2.3 Light curves pre-processing

The time series or the light curves needs to be processed properly to achieve good results while
applying a machine learning model. This part of the previous work studies the some of the pre
processing techniques used in this research work.

A median filter was enforced to the time series which was extracted in the research work [1].
It makes the time series more clear and normalize it to rise the computational speed. Missing
points in data were removed to design the model without any errors. Time series is represented
as a collective or kernal features. A huge part of false positive cases were removed to reduce
the data imbalance issue in the paper [2]. Similarly like research work [1], the time series data
was normalised first. To reduce the dimensions used, they used Dynamic time warp, statistical
measures and PCA were used.

In the research project [10], Large Synoptic Survey Telescope(LSST) data was used. They
used 7894 light curves data. SNCosmo was the package used for pre-processing the time series
data in the research work [10]. SNCosmo is used to extract properties from time series data from
the raw data. They normalized the data as KNN was used where Euclidean distance will be
reactive to huge values. The research paper [11] used DMDT mapping method. For every pair
of points in the time series data, the difference in time(dt) and magnitude(dm) was calculated.
Skipping data points were also used in some of the research work like [12]. As the original
data was very dense, every tenth point were taken into account to make the data more sparse.
Using the above approach, the algorithm’s learning speed can be increased. Outliers were also
removed using normal standard deviation method. To remove the missing data problem, filling
zeros and linear interpolation was used in the papers [13] and [14].

According to the authors of research paper [19], they proposed a new MA detection that is
done using recurrence image processing. In this paper, they have converted a PPG data into a
2D image by recurrence plot algorithm. By using recurrence plot algorithm, they achieved an
accuracy of 97.8 percent. Similarly in the work [20], the authors have used recurrence plot for
time series classification. The proposed method in [20] outperforms Dynamic time warp and
Euclidean distance.

2.4 Various classification techniques used

This part of the paper reviews and critically analyses different type of machine learning al-
gorithms used in the previous work. According the research paper [10], authors used different
parametric models like KNN,SVM, Naive bayes and Decision tree for the classification task.
Since the training data were imbalanced, the above mentioned models produced very less res-
ults. Models produced good results after re-sampling.

Many research work uses deep learning for the classification of light curves. In research
paper [11], authors used convolutional neural network (CNN) as it works well with image data.
Convolutional network was used for classification of galaxies in research paper [15]. VGG16
architecture was used for detecting bright explosion of stars called supernovae in [16]. Light
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Table 1: Models used in research work [10]

Classifier Technique
name

Accuracy SD

KNN k = 1 83.3 1.9
KNN k = 3 78.3 2.3
KNN k = 5 77.5 3.1
Decision Tree Random Forest 78.2 1.9
SVM 71.6 1.1
Naive bayes 47.2 3.8

curves were converted to dmdt images and given as Convolution neural network which got an
accuracy of 83 percent. In the research paper [13], authors had taken KNN, Logistic regression,
Random forest and SVM for the classification task. They analysed these models using different
pre-processing techniques. The results they achieved are displayed in the table below.

Table 2: Accuracy achieved in research work [13]

Test Set KNN Logistics
regres-
sion

SVM Random
Forest

Fourier +
PCA

0.679 0.493 0.486 0.713

OwnFATS 0.666 0.583 0.575 0.658
OwnFATS
+ Stellar
metadata

0.844 0.864 0.876 0.883

The authors of the research paper [12], used LSTM RNN and results were not good. So
similarly like [13], they used parametric models with SMOTE pre-processing technique. The
results of this research work were discussed in the evaluation section of this paper.

2.5 Insights from the previous works

From the above research works and literature, many methodologies and ideas are critically
analysed and some are chosen for our research methodology. Out of the many ready made
packages available to access data within FITS file, Astropy package is chosen for this research
project. Another insight got from the previous research papers is that good results cannot be
achieved without properly pre-processing the light curves. Plethora of pre-processing techniques
were studied and recurrence plot with image augmentation shows promising improvements in
the previously analysed work.

3 Methodology

Extracting time series from the downloaded FITS format file has various stages before giving
it as a input and arriving at a conclusion from the raw data. To track the different processes,
a standard procedures or methodology needs to be followed. The suitable methodology re-
commended for this astronomical data would be Knowledge Discovery in Databases (KDD).
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This methodology gives importance to the technical sections of the research. The proposed
methodology (KDD) works well with neural networks as mentioned in the research paper [17].

3.0.1 Exoplanet detection research methodology

Exoplanet detection methodology is used to derive knowledge and information from the large
collection of astronomical data FITS data. This below used methodology is better for pat-
tern recognition in time series data. There are six important phases or steps followed in this
methodology. It will classified under these two categories:

• Planet Candidate: Confirmed exoplanet.

• Astrophysical False Positive: Not a planet.

Figure 1: Exoplanet detection research methodology

3.0.2 Data Collection

Data for this research work are collected from Mikulski Archive for Space Telescope (MAST).
Using the Kepler Data search and Retrieval feature in the MAST portal1, specific kepler objects
or specific targets can be downloaded to train the model without any data imbalance. Using
this portal, the links of each light curves can be downloaded as a text file.

3.0.3 Data Transformation

This part involves the process of converting the FITS data into time series data for pattern
recognition. Then using Astropy.io package in python, each light curve data can be accessed
one by one where their ’TIME’, ’SAP FLUX’ and ’PDCSAP FLUX’ can be stored in a variable.
Before plotting the time series, the data are stored in a data frame where all the missing
values are dropped to make the time series continuous without any missing data points. Using
matplotlib.pyplot package in python, the time series is plotted.

1http://archive.stsci.edu/kepler/data_search/search.php
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(a) Positive case (b) Negative case

Figure 2: Light curves

The above time series images is given as a input to the convolutional network in Experiment
2 which is explained later in the research paper.

3.0.4 Data Pre-processing

Before using these raw time series plot as inputs for convolutional network, certain pre-processing
steps needs to be carried for better pattern detection of transit planets. After the time series
data is extracted from the FITS file, to smoothen the time series data, a median filter is im-
plemented. Unwanted time series data is also removed from the time series. Main advantages
of using a median filter would be (1) Median filter does not remove the sharp edges. (2) Spiky
noises are cleared [18]. Then, Recurrence plot is used to make the convolutional network re-
cognize patterns easily. Recurrence plot is an progressive technique of non linear data analysis.
Recurrence plot is a graph of a square matrix which is created using the time series data, in
which for those specific time the matrix elements corresponds to dynamic states. Recurrence
plot is nothing but a visualization tool to compute the time consistency. A recurrence of a case
at time i at a diverse time j is pointed within a 2D squared matrix with 0s and 1s where both
poles describe time.

(a) Positive case (b) Negative case

Figure 3: Recurrence plot from light curves

3.0.5 Data Mining

For the classification task to be performed, convolutional neural network is chosen in this re-
search work. CNN is very efficient for the image data classification. Novelty of this research
work would be using recurrence plot with CNN. Different architecture of CNN are trailed and
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applied in different experiments to find the right architecture to classify the time series. The
experiments are explained in detail in the implementation section.

3.0.6 Evaluation metrics

For any classification task or prediction model, various evaluation metrics are available to meas-
ure the goodness of the model. Using the confusion matrix created from the model, many
evaluations metrics are computed for the model. The metrics used in this research project are
Accuracy, valuation accuracy, ROC curve, precision and recall plot.

4 Design Specification

For this work, three layers of architecture is designed i.e. Database layer, Application layer
and Presentation layer. This architecture will imply the whole structure of this project work
including mandatory requirements to be used. Figure 4 is made using 2.

Figure 4: Design Architecture

In the database layer, data is collected from the data source and processed to be given as
a input for the convolutional network for classification task. In here, Links of the FITS file are
downloaded from the MAST portal. Then each link is accessed and FITS file is downloaded
in a automated way using python 3.7. Then using the astropy.io package, the time series
data is derived from the FITS file and plotted as time series using matplotlib package. With
help of a custom made function, the time series plots are converted to recurrence plot. These
recurrence plot of each time series data is stored in the local machine for the classification
task. The recurrence plot images which was stored in the previous layer, are given as input to
the convolutional network. The configurations of the convolutional network are explained in
detail the implementation section of this research paper. After the model have been trained,
plethora of evaluation metrics are used to gauge how well the model predicted. Presentation

2https://www.lucidchart.com
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layer contains dashboards and exploratory visualizations of the evaluation results of the deployed
VGG16 convolutional architecture.

5 Implementation

This part of the research paper demonstrates the hardware and software essentials such as al-
gorithms, packages and IDEs used for implementing the model. Understanding the architecture
used helps us in improving the model further.

Figure 5: Implementation Workflow

5.1 Astropy package

By studying and analysing different research work, astropy.io package is selected for accessing
the FITS data. With ’open’ command, the data stored in the FITS file can be accessed to plot
the time series data which will be the input for the convolutional network.

5.2 Recurrence plot

For creating a recurrence plot, sklearn and numpy package from python are needed. Recurrence
plots are created from the time series data extracted from the FITS file. It is used in this
research work as it provides better pattern recognition for the convolutional neural network.
A custom function is made for creating the recurrence plot using the time series data. The
recurrence plot custom function is added in the code artifact. The pseudo code for recurrence
plot is shown below.

Figure 6: Recurrence plot algorithm
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5.3 Image Augmentation

The main motive of using image augmentation is to modify the original image by resizing,
rotating images, zooming etc to design more new images. With this concept, the classification
model will have more images or features to capture than before which will increase the exposure
to unseen data. Addition of image augmentation is done with TensorFlow image data generator.
When different type of augmentation are done, the original image data will be unaffected by
this functionality. The above configuration are done for image augmentation in this research

Figure 7: Image data generator

paper. Using flow from directory function from Image data generator package, the train and
test images are resized and assigned to the corresponding category.

5.4 Implementation of Exoplanet detection model

For implementing the classification model, VGG16 convolutional architecture is considered.
Why Convolutional architecture? If the data is spatially aligned and scanty such as audio
or image, Convolutional neural network outperforms all other neural network in many cases.
We use keras package for implementing the architecture. Keras package has pre-trained five
convolutional architecture for image classification.

1. Xception

2. ResNet50

3. Inception V3

4. VGG16

5. VGG19

Out these architecture mentioned above, we have chosen VGG16 as it outperforms many archi-
tecture in time series plot classification.

5.4.1 VGG16 Architecture

VGG16 is one type of convolutional neural network architecture. VGG16 is best known for
efficient vision model architecture. Most of the architecture focuses on the hyper parameters
used. But VGG16 targets on the convolutional layer of 3x3 size with same padding and with
a max pool layers of 2x2 size. Figure 8 shows the architecture of VGG16. The input to first
convolutional layer is a image of 512 x 512 size. Then it is followed by series of convolutional
and max pool layers continuously through the full architecture. At the end we can modify the
number of input nodes and hidden layer according to our data. The number 16 in VGG16
refers to the 16 weighted layer. After the VGG16 architecture layers, a flatten layer is used to
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Figure 8: VGG-16 Architecture

Figure 9: Model Summary

straighten the output from the VGG16 architecture. Then three hidden layers are used with
256, 128 and 64 nodes respectively with ReLU activation function. Finally one output node
with sigmoid activation function is used for classification.

6 Evaluation

In this research project, a reference research paper is considered for the data and the method-
ology used. The Reference research paper is based on the research work by Trisha and Kevin
in 2017. In this research, training set is extracted from Mikulski Archive for Space Telescope
(MAST) which is provided by NASA Exoplanet Archive. Since the authors from this clearly
stated that LSTM RNN gave poor results due to sparseness and noisiness of the light curve
data, different parametric classification models like KNN, D-Tree and Random Forest was ap-
plied [12]. They achieved the highest accuracy of 85 percent using Decision tree. The main
motive is to improve this model.

6.1 Experiment 1: Time series plot with VGG16 architecture.

In Experiment 1, same data from research paper [12] is taken. From the light curves, time and
flux is plotted as a time series. Instead of plotting the whole data of a star like the reference
research paper, plots are separated by quarters in this experiment. The created time series
graphs are directly fed into a VGG16 convolutional architecture for the classification task. It
gives a relatively low accuracy of 82 percent and test accuracy of 80 percent.

From the model accuracy graph 10(a), at 7 epochs, 82 percent is achieved. Test accuracy
is lower than the train accuracy like an ideal model. According to the model loss graph 10(b),
train loss is above 1 which denotes that the model’s inconsistency. Compared to the research
work [12], it is still lower as the authors have achieved 85 percent using Random forest.

10



(a) Model accuracy (b) Model loss

Figure 10: Experiment 1 evaluation

6.2 Experiment 2: VGG16 architecture with recurrence plot

Repeating experiment 1 but changing the time series plot to recurrence plot for Convolutional
network to recognize the pattern better according to the classification of time series using CNN
research work published in 2013 [19]. Recurrence plot improves the performance better which
gives an accuracy of 94.7 percent with a test accuracy of 96 percent.

(a) Model accuracy (b) Model loss

Figure 11: Experiment 2 evaluation

From the model accuracy 11(a) graph, it is evident that the model is performing better
than the VGG16 model from experiment 1 as recurrence plot patterns are recognised better
than the time series plots. But the test accuracy curve is more than the train accuracy curve
which denotes that there is a problem of over-fitting in the model. In the model’s loss graph
11(b), loss is very much less than the experiment 1 model which denotes the consistency of the
model in experiment is better.

6.3 Experiment 3: Checking the consistency of the model

In Experiment 3, the same approach is used with different dataset from the MAST portal. Here,
we achieve a train accuracy of 87.5 percent still better than the base research work’s decision
tree model but lesser than the accuracy from the experiment 2. Similarly like experiment 2, the
test accuracy is more than the train accuracy denoting there is a problem of over-fitting. The
model’s accuracy and loss graph is shown below.
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(a) Model accuracy (b) Model loss

Figure 12: Experiment 3 evaluation

7 Discussion

The direct feeding of raw time series plots was not producing good accuracy which led us
to investigate different pre-processing techniques like application of median filter, image aug-
mentation technique and recurrence plot. While Image augmentation exposed the VGG16
convolutional network to variety of unseen data presented to it, recurrence plot provided very
promising results for classification. The accuracy of the model still did not reach above 95
percent. Sparseness and Noisiness of the light curves affect the performance of the model to a
greater extent.

Moreover most of the research work related to exoplanet detection would use a huge amount
of data to achieve good accuracy. But, using this research methodology, with comparatively
very less amount of sample data, the model can be trained effectively and achieve good accuracy.
The usage of less data denotes less storage space, less memory cache and most importantly very
less training time. This is one of the important contributing factor to the exoplanet detection
field.

Figure 13: Experiment comparison

From the figure 13, it is evident that experiment 2 and 3 which uses the recurrence plot
clearly outperforms the experiment 1 model both in model accuracy and model loss.

8 Conclusion and Future Work

With the prominent growth in the size of astronomical data, new approaches, technologies
and methods needs to be developed to decrease the processing time, development of more
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accurate models and deriving new insights from the data itself. The novelty of this research
project was using recurrence plot with VGG16 architecture for Light curve classification. The
research question stated in this introduction section was also answered as a model was created
to recognize pattern in the light curves with 94 percent accuracy. Upon experimenting, it
is discovered that transit planet patterns were not recognized properly by giving time series
data directly as a input to the VGG16 architecture. It is due to the noisiness and sparseness
of the time series data used. To recognise the pattern better among the noise, we considered
recurrence plot and image augmentation. It increased the accuracy of the model upto 94 percent.
Only limitation faced in this research work would be the overfitting problem. For Future
work, researchers can consider removing the overfitting problem faced in this research work by
experimenting with different kind of light curve data. This work will motivate researchers and
astronomers to find many exoplanets with high accuracy, which can be the second earth to our
humanity in far future.
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