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1 Introduction 
 

Every stage of the research “Predictive Maintenance for Fault Diagnosis and Failure 

Prognosis in Hydraulic System” is discussed in the configuration manual. The components 

of the hydraulic system- cooler, valve, pump and accumulators are based on multi-class 

classification problem and the stability of the hydraulic system is based on binary classification 

problem. This manual is to explain the system requirements in Chapter 2, project development 

in Chapter 3. 

 

2 System Requirements 
 

Hardware and software configuration for the research project development are discussed 

below: 

 

• Hardware configuration: The overview of the hardware configuration used for the 

research project is shown in Figure 1. 

 

 

Figure 1: Hardware Configuration 
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• Software configuration: The software used for the entire process of the research project 

is discussed as follows: 

• RStudio: A dashboard is created to perform the exploratory data analysis and published 

to web using Shiny package in R programming language. 

• Jupyter Notebook: After exploring the data, model building (Logistic Regression, 

Xgboost, LightGBM, Catboost and Random Forest) and evaluation process in done in 

the jupyter notebook using the Python programming language.  

• Google Colaboratory: Due to low system efficiency the deep learning model – 

Artificial Neural Network (ANN) is developed in Google Colaboratory. 

• Spyder: For deployment purpose, the python code is used in Spyder software. 

• GitHub: The model loaded, the web interface, along with Heroku setup configuration 

are stored in GitHub. 

• Heroku: The research project is deployed by connecting Heroku software to the saved 

files in the GitHub. 

 

3 Project Development 
 

• Importing Libraries: The required libraries for implementation are imported in the jupyter 

notebook using python programming language. 

 

 

Figure 2: Importing Libraries 

 

• Loading Data: After importing the libraries, the data is downloaded from the UCI machine 

learning repository. The raw data file is divided into sensor data and a profile file where 

the independent and dependent variables are stored in text format. According to the 

description of the dataset given, the text files are converted into comma separated values 

(csv) format and loaded into the jupyter notebook. Depending on the duration of the data 

cycle of sensor data mentioned, the average is taken of the independent variables where 

44,680 number of attributes are averaged into 2205 number of instances. The independent 

and dependent variables are stored in X and Y dataframe respectively. This process is 

shown in Figure 3. 
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Figure 3: Loading Data 
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Figure 4: Transforming Independent Variables 
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• Publishing Exploratory Data Analysis Dashboard: After successfully loading the data 

into the jupyter notebook in csv format, the data is used in RStudio to create a dashboard 

where the data is explored using a correlation plot, histogram to check the distribution of 

data, variable importance using Random Forest. The dashboard is published to web using 

the Shiny package. 

 

 

 



 

6 
 

 

 

 



 

7 
 

 

 

 

Figure 5: Publishing Exploratory Data Analysis 

 

• Scaling Data: From the distribution of data, it is observed that the independent variables 

are skewed and therefore the data is brought to normal distribution using Quantile 

Transform Scalar. 

 

 

Figure 6. Quantile Transform Scalar 

 

• Dimensionality Reduction: For reducing the dimensions, three techniques are used. 

Principal Component Analysis (PCA), t-Distributed Stochastic Neighbor Embedding (t-

SNE) and Uniform Manifold Approximation and Projection (UMAP). 
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Figure 7: Principal Component Analysis 
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Figure 8: t-distributed stochastic neighbor embedding 

 

 

Figure 9: Uniform Manifold Approximation and Projection (UMAP) 

 

• SMOTE for Classification Imbalance: To deal with imbalance in the valve, pump, 

accumulator and stable conditions, the sampling technique SMOTE is used to balance the 

dataset. SMOTE is applied on the training data. If it is applied on the test data, then more 

synthetic data will give high accuracy. 
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Figure 10: SMOTE for classification imbalance 

 

• Model Implementation and Evaluation: A set of parameters are given to all the 

classification algorithms and the entire dataset is divided into 60% training and 40% test 

data. RandomisedSearchCV is used to find the best parameters and these parameters are 

tested on the entire dataset. To train the classification algorithms, the same parameters are 

provided to the model and then fitted for prediction. The evaluation techniques are carried 

out by confusion matrix and classification report. 

 

• Part 1 – Multi-class Classification:  

• Logistic Regression Model and Evaluation - Accumulators 

 

 

Figure 11: RandomisedSearchCV for Hyperparameter Optimization – Logistic Regression 

 

 

Figure 12: Logistic Regression Model and Evaluation – Accumulators 
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• XGBoost Model and Evaluation - Accumulators 

 

 

 

Figure 13: RandomisedSearchCV for Hyperparameter Optimisation - XGBoost 

 

 

Figure 14: XGBoost Model and Evaluation 
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• LightGBM Model and Evaluation - Accumulators 
 

 

 

Figure 15: RandomisedSearchCV for Hyperparameter Optimization – LightGBM 

 

 

Figure 16: LightGBM Model and Evaluation – Accumulators 

 

• Catboost Model and Evaluation - Accumulators 
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Figure 17: RandomisedSearchCV for Hyperparameter Optimisation – CatBoost 

 

 

Figure 18: CatBoost Model and Evaluation – Accumulators 

 

• Random Forest Model and Evaluation - Accumulators 
 

 

Figure 19: RandomisedSearchCV for Hyperparameter Optimisation – Random Forest 
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Figure 20: Random Forest Model and Evaluation – Accumulators 

 

• Artificial Neural Network Model and Evaluation - Accumulators 
 

 

 

Figure 21: Artificial Neural Network Model and Evaluation for Accumulators 

 

• Part 2 – Binary Classification: Here the data is encoded using one hot encoding and 

then the first variable created is dropped.  Then the stable data is scaled, and the 

dimensions are reduced.  The modelling and the implementation part are the same as 

defined above. 
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• Data Preparation for Stable condition 

 

 

 

 

Figure 22: Transformation of data for Stable Condition 
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• Quantile Transform Scalar and UMAP for Stable Condition 

 

 

 

Figure 23: Quantile Transform and UMAP for Stable Condition 

 

• Data Splitting and SMOTE for Stable Condition 

 

 

Figure 24: Data Splitting and SMOTE for Stable Condition 

 

• Logistic Regression Model and Evaluation - Stable Condition 
 

 



 

17 
 

 

 

Figure 25: RandomisedSearchCV for Logistic Regression – Stable Condition 

 

 

Figure 26: Logistic Regression Model and Evaluation for Stable Condition 

 

• XGBoost Model and Evaluation - Stable Condition 

 

 

 

Figure 27: RandomisedSearchCV for Xgboost – Stable Condition 
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Figure 28: XGBoost Model and Evaluation – Stable Condition 

 

• LightGBM Model and Evaluation – Stable Condition 

 

 
 

 

Figure 29: RandomisedSearchCV for LightGBM – Stable Condition 
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Figure 30: LightGBM Model and Evaluation for Stable Condition 

 

• Catboost Model and Evaluation - Stable Condition 

 

 

 

Figure 31: RandomisedSearchCV for CatBoost – Stable Condition 

 

 

Figure 32: CatBoost Model and Evaluation – Stable Condition 
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• Random Forest Model and Evaluation – Stable Condition 

 

 

Figure 33: RandomisedSearchCV for Random Forest – Stable Condition 

 

 

Figure 34: Random Forest Model and Evaluation – Stable Condition 
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• Artificial Neural Network Model and Evaluation – Stable Condition 

 

 

 

Figure 35: Artificial Neural Network Model and Evaluation for Stable Condition 

 

• Project Deployment:  From 6 classification model, Logistic regression, XGBoost and 

Random Forest models are deployed using Streamlit library in Python. The Spyder 

environment is used for deployment and all the files are uploaded in the GitHub. Using an 

online platform Heroku, the GitHub repository is connected and then deployed at: 

https://webapp-research.herokuapp.com/ . At the top of the web app, the EDA dashboard 

button is fitted which opens on a new tab. This section explains the published EDA using 

Shiny apps and can also be accessed from here: 

https://hydrauliceda.shinyapps.io/hydraulics_dashboard/ 

 

 

https://webapp-research.herokuapp.com/
https://hydrauliceda.shinyapps.io/hydraulics_dashboard/
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Figure 36: Importing libraries for WebApp 

 

 

Figure 37: Link to the EDA Dashboard 

 

 

Figure 38: Web Layout 

 

 

Figure 39: Loading Data 
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Figure 40: Hyperparameters for Classification Models 

 

 

Figure 41: Model and Evaluation  
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