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Configuration Manual 

Jigar Bhatt (x18179959) 

 

1. Introduction 

This configuration manual provides detailed instructions on the steps required to replicate the 

work done in research study and achieved the desired results. The manual includes the 

minimum system requirements, configuration and the procedure to perform the pre-

processing, transformation, training, testing and evaluation.  

 

2. Pre-requisites and configuration 

Since the techniques used in this study are processing intensive, normal CPU cannot be able 

to cope up with the resource and memory required in order to perform the experiments. So 

entire implementation of the code was performed on an online platform Google 

Collaboratory. Google Collaboratory is an online resource that provides additional processing 

capabilities like TPU and GPU in a Jupyter notebooks fashioned environment. Google Colab 

provides 12 hours of uninterrupted processing availability for implementing data analytics 

projects. The specifications provided by Google Colab is as follows: - 

 

 
Figure 1: Google Colab Specifications1 

 

This project made use of GPU in order to perform the implementation.  

Before running the code, click on the Runtime option on the menu bar and click on the 

Change runtime type. Change the Hardware Accelerator setting to GPU. 

 

The Programming language used for writing the entire code was Python. Python was used 

throughout the research for data cleaning, processing, transformation and training the models. 

For coding, inspiration has been taken from (Agrawal and Awekar, 2018) in order to create a 

similar experimental setup.2 

 

3. Datasets and other supporting files 

 
 
1 https://www.analyticsvidhya.com/blog/2020/03/google-colab-machine-learning-deep-learning/ 
2 https://github.com/sweta20/Detecting-Cyberbullying-Across-SMPs 

https://www.analyticsvidhya.com/blog/2020/03/google-colab-machine-learning-deep-learning/
https://github.com/sweta20/Detecting-Cyberbullying-Across-SMPs
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The datasets were requested from (Agrawal and Awekar, 2018) for carrying out the research 

study. 3 Two primary datasets were used for the purpose of the study i.e. Wikipedia and 

Formspring. The datasets consisted of 2 columns in which 1 column consisted of texts and 

other column consisted of labels annotated by experts as cyberbullying or not cyberbullying. 

     This study incorporates the use of fastText embedding. FastText embedding have pre-

trained vector files in which consists of database of words with its associated vector 

representations. The vector file can be found and downloaded online on the fast text official 

website.4 

 

4. Uploading and Authenticating the drive for data retrieval 

All the files required for the implementation of the code have to be first uploaded on the 

google drive of the user who is performing the implementation. Inside google drive the user 

will have to create the same path in his drive as used in the code. For this, the user has to 

create a folder named ‘Colab Notebooks’ and upload all the relevant files relating to the study 

in that folder. For implementing the code, the notebook has to be uploaded on google colab.  

For accessing the files from the drive, the authentication needs to be completed. 

 

 
 

The user will have to click on the link that will take him to the drive authorization page 

where he will have to allow the colab to have access to the drive. The drive will then provide 

an authorization code that the user has to type in the dialog box below the link. 

 

5. Importing the required libraries and setting up the 

environment 

In this step the prerequisite steps like setting up the tensor flow version, installing and 

importing the required libraries is done as can be seen in the following screenshots. 

 

 

 

 
 
3 https://drive.google.com/file/d/11RMLCSIAO3dWk9ejSkVYc5tQwwK5pquG/view 
4 https://dl.fbaipublicfiles.com/fasttext/vectors-english/wiki-news-300d-1M.vec.zip 

https://drive.google.com/file/d/11RMLCSIAO3dWk9ejSkVYc5tQwwK5pquG/view
https://dl.fbaipublicfiles.com/fasttext/vectors-english/wiki-news-300d-1M.vec.zip
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6. Setting up the parameters 

This step involves in setting the parameters like selecting the train data, type of embedding 

method, model type and test data out of the options described in the markdown. The user can 

select any combination of parameters in order to perform the experiment.   

  



4 
 

 

 

 

 

 

7. Importing and basic pre-processing of train data 

This section includes importing the datasets into the notebook and applying some basic pre-

processing. Steps like checking and dealing with missing values. If the dataset is Wikipedia 

and embedding method is ELMo or Stacked embedding, the data is sliced in order to avoid 

out of memory issues in the later stages.  
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8. Processing Word Embeddings: ELMo and Flair 

This section includes initializing of word embedding of ELMo and Flair embeddings. 
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9. Tokenizing and mapping the word embeddings 

This section performs the tokenizing and mapping of the embeddings 
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10. Preparing the same test data for evaluation 

The following section aims at processing the same domain test data and also importing and 

processing the data for transfer learning 

 

 

 

11. Defining the evaluation function 

 

 

12. Model training and testing 

This step involves defining various DNN models and configuration of layers. 

 

CNN 
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BLSTM 

 

 

LSTM 

 

 

The following image shows the selection of the embedding dimensions as per the embedding 

method used. The functions for training is passed to the model training function and finally 

the parameters for model loss graph is set.  

 

 

Output of the model training and testing 
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