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1 Introduction 
 
This configuration manual provides detailed documentation on the I.T solution deployed as 
part of the research thesis, A Natural Language Processing Approach to a Skincare 
Recommendation. The document covers all steps taken to implement the solution.  
 
2 Hardware Setup 
 
The deep learning models used in this research was implemented using Google Collaboratory 
cloud machine due to the large dataset that we used. The specifications for the host machine 
are: 

• Operating system: MacOS 10.15.5 
• Processor:  2.5 GHz Dual-Core Intel Core i5  
• RAM: 8 GB  
• Hard drive: 500 GB 

 
3 Software environment and library dependencies 
 
Python 3.7 is used for scripting. Jupyter notebook which is part of the Anaconda Python 
package is used for the overall implementation of this project. Other library dependencies used 
are: 

• Numpy 
• Pandas 
• NLTK 
• Genism 
• Matplotlib 
• Scikit-learn 
• Tensorflow 
• Keras 

 
4 Datasets 
 
A total of three datasets was used for this research. The first dataset used is skincare comments 
from Reddit which was sourced from Google BigQuery and downloaded as csv files. The 
second dataset was skincare products sourced from here and the third is a list of skincare 
ingredients sourced from here. All three datasets were ethically sourced.  
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A screenshot of downloading the Reddit comments from Google BigQuery. 

 

Figure 1: Extracting the user review comments from Google BigQuery 
 
 
The following sections show the project implementation. 
 
 
5 Data cleaning and pre-processing 
Loading and Cleaning the data: Removing punctuations, stopwords, HTML tags, special 
characters, and dropping irrelevant comments, etc was performed before modelling.  
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Figure 2: Steps to clean the data. 
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6 Feature Engineering 
After cleaning the datasets, we used custom functions to match reviews with keywords from 
the dictionary created. 
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Figure 3: Matching reviews with keywords from the skincare dictionary created. 
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All reclassified comments are joined into one final dataframe. The final output of 
keyword matching. 

 

Figure 4: Final output of reclassified comments. 
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Sentiment Analysis 
We perform sentiment analysis to infer ratings. The sentiment scores were derived using the 
VADER library in NLTK. The VADER sentiment lexicon was first updated with word 
sentiment scores from the SocialSent sentiment lexicon.   
 

 

Figure 5: Updating VADER sentiment lexicon with SocialSent sentiment lexicon 

 

Figure 6: Performing sentiment analysis using the VADER library in NLTK. 
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After deriving sentiment scores, we created a user-item matrix. The code below shows 
creating the final structured dataset used for modelling. 
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Figure 7: Steps to create the final user-item matrix used for modeling 
 
 
7 Modelling 
The four machine learning models implemented and evaluated are MF, HFT, NCF and NCF 
+ reviews. 
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7.1 Modelling Matrix Factorisation 
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MSE: 0.39 

7.2 Modelling Hidden Factors as Topics (HFT) 
 

 
 
 

Figure 8: Implementation of matrix factorization model. 
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Figure 9: Implementation of Hidden Factors as Topics model. 
MSE: 0.66 

7.3 Modelling Neural Collaborative Filtering (NCF) 
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Figure 10: Implementation of Neural Collaborative Filtering model. 
MSE: 0.32 
 

7.4 Modelling Proposed Methodology, Neural Collaborative Filtering + 
reviews. 
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MSE: 0.30 

Figure 11: Implementation of Neural Collaborative Filtering + reviews model. 
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