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1 Introduction

This configuration manual frames the various software and hardware specifications and
their versions used while implementing procedures of research topic ”Brain Age Classi-
fication from Brain MRI using ConvCaps Framework”. This work will help the future
researchers to replicate the research work for further analysis and extension without any
difficulties.

2 System Configuration

2.1 Hardware specification

This is the current system hardware configuration which facilitates an Intel i7-8550U
processor with a max clock speed of 1.99GHz.Figure 1

Figure 1: Hardware specification of the system

2.2 Software specification

Below are the software specification used while executing implementation procedures.

2.2.1 Python 3.7.3

Latest version of Python 3.7.3 has been used for this research.
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Figure 2: Python version

2.2.2 Google Colaboratory

All implementation are performed on Google Colab notebook platform. It is a cloud
based platform, which provides set of GPU’s and CPU’s to process code faster and
reduces computational time. For deep learning models GPU’s are highly recommended
as with increase in data size, model run time with rise. All data related to the project
were uploaded in google drive for faster retrieval. Figure 3

Figure 3: Google colaboratory sign-in

2.2.3 Anaconda

Anaconda app suite is freely available platform for python application. It facilitates
python notebook know as Jupyter. Jupyter notebook is a well verse python IDE (Integ-
rated Development Suite). Some data pre-processing were performed on Jupyter, due to
storage limitation of google drive.Figure 4

Figure 4: Anaconda app suite
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2.2.4 Overleaf

All reporting and explanation of research were performed on Overleaf.Figure 5

Figure 5: Overleaf GUI

2.2.5 Libraries

Python is well known for its libraries for any utility. This research comprises libraries
like Tensorflow, Keras, CV2, Shutil and PIL to name the few.Figure 6

Figure 6: Python libraries
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3 Data Collection and Preparation

Data is collected from OASIS (Open Access Series of Imaging Studies) Marcus et al.
(2007) which provides free subscription for all datasets on registering to their website.
The dataset contained images and CSV demographics with detail like age, dementia
rating, gender and etc.The data was present in different folders out of which only images
from FSLSEG and PREPROCESSED were collected for this research as shown in figure
Figure 7.

Figure 7: (a) OASIS (b) OASIS-1 Dataset (c) Folder

Data fetched from sub-folders FSLSEG and PREPROCESSSED as shown in Figure 8.

Figure 8: Loaded data in (.gif) format

3.1 Data Storage

Images were stored in GIPHY format first to the local system as shown in Figure 9. The
stored data were converted into PNG format which reduced the size of images to 1/4th
of original data as shown in Figure 11.
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Figure 9: Loaded data in (.gif) format

3.2 Outlier check and removal

Images were checked for outliers like blank images. Code is shown in Figure 10.

Figure 10: Outlier check

3.3 Data Conversion

Images are stored in GIPHY format first to the local system as shown in Figure 9.
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Figure 11: Data conversion in (.png) format

3.4 Demographic Storage and Conversion

Data demographics was present with several details as mentioned above however, only
image ID and Age were taken for this study as shownFigure 12.The data were further
classified into 6 classes as shown in Figure 13

Figure 12: Loaded data demographic
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Figure 13: Data demographic converted into classes from 1 to 6

3.5 Test Train Split

Test data is split from train data before performing augmentation so as to get real testing
accuracy of the model. The split ratio was 0.2 Figure 14.

Figure 14: Test train split

3.6 Data Augmentation

Images were augmented in 12 different filters Mikolajczyk and Grochowski (2018) as
shown in Figure 15Figure 16.
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Figure 15: Augmentation code

Figure 16: Data augmentation: - 1) Original Data 2) Left-Right Flip 3) Brightness(0.2) 4)
Center Cropping (0.8) 5) Rotation 90 6) Upside Down 7) Random Contrast 8) Saturation
(10) 9) Adjust Contrast (8), 10) Random Hue 11) Segmented 12) Random Gamma 13)
Random Saturation

Augmented images are further divided into different classes from class 1 to class 6 in
respective folders Figure 17.
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Figure 17: (a) Class division code (b) Different class folders

Class folders are divided into train and validation folder as shown in which was fed
as input for InceptionV3 and DenseNet architectures Figure 18.

Figure 18: (a) Train validation split code (b) Train and validation folders

4 Model Implementation

There are four models implemented under this project. The state-of-the-art is the baseline
model which was replicated under baseline implementation 1 followed by the novel ar-
chitecture proposed in this research as Convolutional Capsule Network. The pre-trained
models like InceptionV3 and DenseNet were used for model analysis and comparison.

4.1 Baseline model:Alexnet-CNN (State-of-the-art)

The model consist of convolutional layer block inspired from alexnet model as shown in
Figure 19. And model run is shown in Figure 20.
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Figure 19: Alexnet-CNN modelling

Figure 20: ALexnet-CNN model run

4.2 Proposed model:Convolutional Capsule Network

Model is the combination of Capsule network 1 and convolutional block. The CNN layers
are at the starting for sub-sampling followed by CAPSNET for classification.Figure 26
denotes the modelling of ConvCaps with convolutional layers and capsule layer. The
hyper-parameters considered for this model is shown in Figure 27. Also, in Figure 28
model run with steps per epoch is shown.

1https://github.com/XifengGuo/CapsNet-Keras
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The proposed ConvCaps contains important class functions for individual working of
the architecture as shown below in figure (21,22,23,24,25,26).

Figure 21: Caps length formation layer

Figure 22: Masking layer

Figure 23: Squashing layer
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Figure 24: Main capsule layer

Figure 25: Primary caps layer

Figure 26: ConvCaps block
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Figure 27: Hyper-parameter tuning

Figure 28: ConvCaps model run

4.3 Supporting models: InceptionV3 and DenseNet

For pre-trained Transfer Learning models data were passed through image generator
with real time augmentation. The data were stored in test. train and valid folders for
processing Figure 29.
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Figure 29: Test, train and validation data fetching code

4.3.1 InceptionV3

InceptionV3 2 has been trained on ”ImageNet” weights and same has been imported as
shown in Figure 30. The input image size was given as 175 X 175. A dense layer is added
in fully connected block with softmax as activation function for image clasification.

2https://www.tensorflow.org/api docs/python/tf/keras/
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Figure 30: InceptionV3 Modelling

The model compilation included hyper-parameter shown in Figure 31 and time was
calculated using time function. Model has been supplied with pre-defined steps per epoch
value.

Figure 31: InceptionV3 compilation and epoch run

4.3.2 DenseNet

The DenseNet 3 model has higher parameter count than Inception which also get reflected
in time consumption by both the models Figure 32. Also, model compilation and run is
shown in Figure 33.

3https://www.tensorflow.org/api docs/python/tf/keras/
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Figure 32: DenseNet modelling

Figure 33: DenseNet compilation and run
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5 Model Evaluation Comparison

Model evaluation is initially checked using model accuracy and validation accuracy. For
further analysis, benchmarks like F1-Score, Recall and Precision were used. Model com-
parison is shown in Figure 35.

5.1 Evaluation

Model evaluation is performed using classification report from sklearn library. The report
consist of weight average result of recall, F1-score and precision Figure 34.

Figure 34: Preision report of Inception

5.2 Model Comparison

Different model are compared in below Figure 35. From table it can be inferred that the
ConvCaps and inception model were performed better than state-of-the-art model.

Figure 35: Model comparison table
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