
Packages 

1. Table 1 shows some of the packages used in this study 

Table 1: Some of the packages used in the study 

Package Function Purpose 

ROSE Ovun.sample Corrects class imbalance 

using oversampling, 

undersampling, a mixture of 

over/undersampling and the 

generation of synthetic rows  

Tidyr ‘Spread’  

Reshape2 ‘Melt’ Changing rows to columns 

vars varselect  

kernlab ksvm Build ksvm models 

plyr revalue Change names of factor 

levels  

DMwR knn Build knn models 

nnet nnet Build neural net models 

caret caret::train Building C-Forest,  

adabag b  

bbmisc normalize For normalizing numerical 

variables with non-normal 

distribution  

cowplot Plot_grid Build plot with multiple 

ggplots in one  

plyr revalue Change  

DT  data.table Creates datable for dashboard 

ROAuth  Twitter Authentication 

translateR translate Translate non-English text 

syuzhet get_sentiment Analyse the sentiment of a 

piece of text 

wordcloud2 wordcloud2 Generating wordclouds 

dplyr %>% Piping function for stringing 

tasks together 

TwitteR setup_twitter_oauth Setting up authentication for 

twitter 

tidytext unnest_tokens Break text into individual 

words for text mining 

SuperLearner SuperLearner Build ensemble data mining 

models with multiple 

different data mining 

algorithms 



tseries adf.test Statistical test of time series  

MTS diffM  

vars VARselect  

forecast meanf, rwf, snaive Forecasting methods 

partykit cforest Build C-Forest models  

kernlab ksvm Build SVM models 

shiny shiny Build interactive dashboards  

Flexdashboard Flexdashboard Build interactive dashboards 

gbm gbm Build SVM models 

System Requirements  

Hardware  

• 64-bit Windows operating system (the R portion can be performed using Mac, but 

the persistent backend uses Microsoft SQL Server, which is not available for Mac)  

• Windows 8.1 or higher  

• 1.8GHz or faster processor   

• Minimum 10GB, recommended 20-50GB hard disk space  

• 4GB RAM (> 8GB recommended)  

Software  

• .Net Framework 4.6 (found at https://support.microsoft.com/en-

us/help/3045560/microsoft-net-framework-4-6-web-installer-for-windows)  

Installing SSMS  

1. Go to https://www.microsoft.com/en-US/download/details.aspx?id=29062  

2. Click on ENGLISH in the dropdown menu (or another language if preferred) then 

click ‘Download’  

https://support.microsoft.com/en-us/help/3045560/microsoft-net-framework-4-6-web-installer-for-windows
https://support.microsoft.com/en-us/help/3045560/microsoft-net-framework-4-6-web-installer-for-windows
https://www.microsoft.com/en-US/download/details.aspx?id=29062


 

Figure 1: Choosing language for SQL Server 

3.  Click on ‘ENU\x64\SQLEXPRADV_x64_ENU.exe’  

 Figure 2. Choosing SSMS file to download  

4. When the download has finished click on the .exe file (should be on the bottom 

left hand corner of the internet window, or in the download tab)  

  

Figure 3. Download execution file for SSMS   



5.  Click ‘New SQL Server stand-alone installation or add features to an existing 

installation’  

 

Figure 4: Installing standalone SSMS instance 

6. Agree to the license terms then click ‘Next’  



 

Figure 5. License terms screen for SSMS 

7.  Specify whether or not to include product updates (recommended). Then click 

‘Next’  



 Figure 6: Product updates screen for SSMS  

8.  Select the features that you wish to install. In this case all features but ‘Local DB’ 

were selected then click ‘Next’  



Figure 7: Selecting features to install 

9.  Specify the name and instance ID for the SQL Server instance then click ‘Next’  



Figure 8. Specifying the name and ID for SQL instance 

10.  Specify the service account and collation configuration. The default settings that 

appear are suitable   



 Figure 9: Specifying the service accounts and collation configuration  

11.  Select the authentication mode that you wish to use’. In this case Windows 

Authentication mode is used, which means the Windows user profile is used for 

authentication  



 Figure 10: Database engine configuration  

12.  Select the ‘Install and Configure’ option then click ‘Next’  



Figure 11: Configuration of reporting services 

13.  Click ‘Next’   



Figure 12: Error reporting screen 

14.  Click ‘Close’ after the installation has been completed   



Figure 13: Completing installation of SSMS 

15. Search for SQL Server in the start menu and click on ‘SQL Server Management 

Studio’  

16. A popup screen appears asking if you want to import customized setting from 

2008 SQL Server Management Studio. Click ‘Yes’  

 

Figure 14. Importing settings from 2008 SSMS  

17.  Click on the ‘Databases’ dropdown to view all of the databases 



 

Figure 15: Viewing databases in SSMS 

18. To create a new database right-click ‘Database’ and click ‘New Database’ 

 

Figure 16: Create a new database in SSMS 



19. To create a query right click on ‘Model’ and select ‘New Query’  

 

Figure 17: Creating new query in SSMS 

Installing and Setting Up SSIS  

1. Go to https://docs.microsoft.com/en-us/visualstudio/install/install-visual-

studio?view=vs-2019  

2.  Click ‘Download Visual Studio’  

https://docs.microsoft.com/en-us/visualstudio/install/install-visual-studio?view=vs-2019
https://docs.microsoft.com/en-us/visualstudio/install/install-visual-studio?view=vs-2019


Figure 18. Download screen for Visual Studio 

3. Click ‘Free Download’ under the ‘Community’ option  

Figure 19: Downloading Community edition of visual studio 

4. Click on the downloaded execution file  

 

Figure 20. Downloaded visual studio file 



5. The popup screen for configuring the Visual Studio Installer should appear. Click 

‘Continue’  

 

Figure 21. Screen for configuring visual studio installer 

6. Click on the ‘Data storage and processing’ option  

Figure 22: Selecting data storage and processing option 

7. Click ‘Install while downloading’ next to the install button, then click ‘Install’   

Opening Visual Studio and SSIS  

1. Click on the start screen and scroll down to and select ‘Visual Studio 2019’  



Figure 23: Selecting visual studio from Windows menu 

2. The sign in screen for visual studio appears. Sign in with a Microsoft account. If 

you do not have a Microsoft account create one by clicking the ‘Create One!’ button. 

The steps for creating a Microsoft account guides you through creating an account.   



 

Figure 24: Signing into visual studio 

3. Sign in with your Microsoft account  



  

Figure 25: Entering Microsoft email address for visual studio sign in 

4.  Enter your Microsoft password  



 

Figure 26: Entering password for Microsoft account 

5. Set the default colour settings, then click “Start Visual Studio”  

  



 

Figure 27: Setting default themes 

6. Click ‘Install’ 



 Figure 28: Installing data storage and processing in Visual Studio  

7. Once the installation is complete a popup screen appears that says the system requires a 

reboot for completion of installation. Click ‘Restart’  

  

Figure 29: Reboot popup for SSIS 

 

Installing R 



For Mac  

1. Download R from https://cran.r-project.org/bin/macosx/  

2.  Click on the appropriate R package for your system (catalina is the most up to date 

version)  

 

Figure 30: Selecting R package for Mac  

3. When the introduction screen for R appears, click ‘Continue’  

https://cran.r-project.org/bin/macosx/


 

Figure 21: R introduction screen 

4. Read the Read Me then click continue 

 

Figure 32: Read Me in R setup 

5. Read and agree to the licence then click continue 



 

Figure 33: Agreeing to the license 

6. Click ‘Install’ 

 

Figure 34: Installing r on Mac 

7. The success message should appear 



 

Figure 35: Success message 

  

For Windows  

1. Download R from https://cran.r-project.org/bin/windows/base/   

2. Click on the ‘Download R 4.0.2 For Windows’ button  

 

Figure 36: Downloading R for Windows 

3. Click ‘Save File’ 

https://cran.r-project.org/bin/windows/base/


 

Figure 37: Saving R download file 

4. Select the language 

 

Figure 38: Selecting the language for R 

5. Read the information sheet and click next 



 

Figure 39: R the information sheet 

6. Choose the location where you want to save the file then click ‘Next’ 

 

Figure 40: Choosing location of folder to save R 

7. Choose the 32-bit or 64-bit files depending on your computer, then click next 



 

Figure 41: Choosing R file type 

8. Choose ‘No (accept defaults)’ then click ‘Next’ 

 

Figure 42: Accepting defaults in R for Windows  

9.  Select your start menu folder 



 

Figure 43: Selecting start menu folder 

10.  Select additional tasks (add a desktop shortcut if you want) 

 

Figure 44: Selecting additional tasks 



11. Click ‘Finish’ 

 

Figure 45: Finishing R setup on Windows 

Downloading R Studio  

For Mac  

1. Download R Studio from https://rstudio.com/products/rstudio/download/  

2. Select the ‘download’ button under the ‘RStudio Desktop, Open Source License, Free’ 

text  

  

https://rstudio.com/products/rstudio/download/


 

Figure 46: Choosing the free R  studio version  

3. Click ‘Download RStudio for Mac’ 

 

Figure 47: Downloading R studio desktop for Mac 

4. Click on the downloaded .dmg file 



 

Figure 48: R Studio .dmg file 

  

5. The R Studio icon should appear wherever you downloaded it 

 

Figure 49: R Studio icon 

6. Click the R Studio icon then click open ( the file is safe) 

 

Figure 50: Opening R Studio on Mac 



For Windows  

1. Go to https://rstudio.com/products/rstudio/download/  

2. Click on ‘Download’ under ‘R Studio desktop FREE’ 

 

Figure 51: Downloading the free version of R Studio desktop 

3.  Click ‘Download R Studio for Windows’ 

 

Figure 52: R Studio for Windows download 

4. Click ‘Save File’ 

https://rstudio.com/products/rstudio/download/


 

Figure 53: Saving R studio file in Windows 

5. Open the downloaded file 

6.  Click ‘Next’ 

 

Figure 54: R Studio setup welcome screen 

7. Choose the folder in which to download R Studio, then click ‘Ok’ then ‘Next’ 



 

Figure 55: Choosing where to download r studio 

8. Choose your start menu folder then click ‘Install’ 

 

Figure 56: Installing R Studio 



R Code 

Twitter Authentication   

1. Go to https://developer.twitter.com/en   

2. Sign into (or if necessary click 'Sign Up' and follow the instructions to sign up for 

an account) your Twitter account    

3. Click on 'Apply for a developer account'    

  

Figure 57: Applying for Twitter access  

4. Click on the use case boxes (in this case 'Student' was chosen') then click 'Next'   

https://developer.twitter.com/en


  

Figure 58: Twitter use case  

5. Enter in the required details then scroll to the bottom and click 'Next'   



  

Figure 59: Entering details  

6. Enter an explanation for how you will use the API. Here is a sample that you may 

use: 'I will us it for research purposes. The project I am currently doing involves 

scraping tweets from Twitter and analysing these tweets using sentiment analysis and 

token analysis. This is with the aim of studying attitudes towards vaccines.'     

  



Figure 60: Explaining use case  

7. Fill in the section for how you will analyze the Twitter data. Here is an example 

that may be used: 'The twitter data will be analysed using sentiment analysis and 

unnesting of tokens, which will be used for analysis and for the generation of visual 

reports. This is with a view to analysing vaccine related data from Twitter'    

  

Figure 61: Explaining analysis process  

8. Fill in the section for how you plan to use these features. Here is what may be 

used: 'The platform will use some of this data, such as the text of the tweets, and will 

extract data related to the tweets such as the number of likes, followers and retweets'   



  

Figure 62: Explaining how features will be used  

9. Fill in the box for how the Twitter data will be displayed. For example: 'The data 

will be used for a project that will be available on the internet. However, the Twitter 

data will not be publicly available'   

  

Figure 63: How Twitter content will be displayed outside of Twitter  



10. Fill in the box for the government entities that will be provided with the data then 

click 'Next'   

 Figure 64: If the content will be made available to a government entity  

11. Verify that all of the details are correct, then click 'Looks Good!' 

12. Review the terms and conditions and then click to agree to them   

 

Figure 65: Terms and conditions 

   



13. Click 'Submit Application'   

14. Go to the email address that you registered with Twitter, and get the email about 

confirming your email. Click 'Confirm your email'   

 

Figure 66: Submitting application  

15. Twitter will send you a confirmation email if you have been authorized a developer 

account   

16. Once you are authorized, go to https://developer.twitter.com/en    

17. Hover over the name of your project. The name is 'Programming Project' and click on 

'Apps'   

 

Figure 67: Selecting your project 

18. Click 'Create an app'   

https://developer.twitter.com/en


 

Figure 68: Creating Twitter app 

19. Enter in an app name such as 'Vaccine Research' and a description such as 'The app will be 

used to scrape vaccine related tweets for analysis'   

  

  

  



 

Figure 69: Describing your application 

20. Enter a website url (go to your Twitter profile page and copy and paste the url after the 

'http://'). Fill in the 'Callback url' box with 'http://127.0.0.1:1410'   

   

http://127.0.0.1:1410/


 

Figure 70: Entering a website url 

  

21. Enter in how the app will be used. For example: 'The app will be used for scraping tweets 

related to vaccines for analysis and visualisation. This is in order to analyse user attitudes 

towards vaccines' Then click 'Create'    



 

Figure 71: Explaining how to Twitter app will be used 

22. Review the terms and conditions, and then click 'Create'   

 

Figure 72: Reviewing developer terms 

  



23. Copy and paste the API key and API secret key into a new word document   

 

Figure 73: Copying keys 

24. Click on 'Regenerate'    

 

Figure 74: Regenerating keys 

   



 

Figure 75: Confirming regeneration of keys 

25. Copy and paste the access token and access token secret to the document    

 

Figure 76: Copying access token 

   

   

Google Translate API Keys   

1. Go to https://console.cloud.google.com/   

2.   sign into google    

3. Click 'Ireland' as the country, and agree to the terms and conditions   

4. Click 'AGREE AND CONTINUE'    

5. Click on 'Activate' to activate a free trial subscription to Google Cloud   

https://console.cloud.google.com/


 

Figure 77: Activating Google Cloud free trial 

6. Enter the correct email and country, and agree to the terms and conditions, then 

click 'Continue'   

7. Enter each of the required details, then enter a credit card number, then click 'Start 

My Free Trial'   

8. On the left hand side, hover on the 'APIs and Services' then click 'Dashboard'   

 

Figure 77: Clicking on dashboard   

9. Click on 'Credentials' in the left hand side    



 

Figure 78: Getting cloud credentials   

10.  Click on 'Create Credentials'- 'API key'   

 

Figure 79: Creating Google Cloud credentials  

11. Copy the key    



  

Figure 80: Google API key  

R Code 

1. Install and load the required packages  

Figure 81: Installing and loading the required packages 

Section 1: Online Content  

Gtrends   



Line Chart   

Based on work by Tang (2018)  

1. Extract Google trends data from the US for all times based on the keywords 

“vaccine”, “vaccination”, “swine” and “covid-19”  

  

Figure 82: Scraping vaccine related Google trends data from the US  

2. Create a format for the line graph  

  

Figure 83: Creating format for Google trends line chart  

3. Create a theme for the line chart   

Figure 84: Theme for Google trends line chart  

4. Generate the Google trends line chart  

  

Figure 85: Generating Google trends line chart  

5. Plot the final Google trends line chart   



  

Figure 86: Plotting the Google trends line chart  

6. Scrape the tweets for interest in vaccine related side effects  

  

Figure 87: Scraping Google trends related to vaccine side effects  

7. Generate the plot for interest over time   

  

Figure 88: Generating plot for Google trends related to vaccine side effects  

8. Plot the interest over time for the side effects  

  

Figure 89: Plotting Google search interest in vaccine side effects over time  



Figure 9: Vaccine side effects Google search interest over time  

  

Figure 90: Plotting Google search interest in vaccine related topics over time  



  

Figure 91: Vaccine related topics Google search interest over time  

Map of Google Trends Data  

Based on work by https://peerchristensen.netlify.app/post/mapping-hurricane-search-data-from-

google-trends/   

1. Create the theme for the map (remove all elements such as title and legend)  

  

Figure 92: Creating theme for Google trends map  

2. Create the second theme for the map  

https://peerchristensen.netlify.app/post/mapping-hurricane-search-data-from-google-trends/
https://peerchristensen.netlify.app/post/mapping-hurricane-search-data-from-google-trends/


  

Figure 93: Creating second theme for Google trends map  

3. Scrape the Google trends data for the last year for the keyword “vaccine” in the 

US  

  

Figure 94: Scraping vaccine related Google trends data  

4. Extract the values for interest over time from the dataset  

  

Figure 95: Extracting interest over time  

5. Conver the region column to lower, merge this data with geographical data from 

the ‘statesMap’ dataset and create a set of labels for the map  

  

Figure 96: Preparing geographical information for Google trends map  

6. Generate the map for gtrends map  

 Figure 97: Generating Google search interest map  



  

Figure 98: Map for Google search interest in 'vaccine' in the US  

Extracting and Analysing Twitter Data  

1. Set up Twitter authentication  

  

Figure 99: Setting up Twitter authentication  

2. Scrape vaccine related tweets from seven locations in Texas (the geocode and 

radius can be obtained using https://www.mapdevelopers.com/draw-circle-tool.php). 

The steps for scraping tweets were from https://rtweet.info/   

https://www.mapdevelopers.com/draw-circle-tool.php
https://rtweet.info/


 Figure 100: Scraping vaccine related tweets from Texas  

3. Combine these tweets  

  

Figure 101: Combining tweets  

4. Remove duplicate tweets (from the ‘text’ column) an view the columns of the 

twitter dataframe  

  

Figure 102: Removing duplicate tweets and viewing column names  

  



Figure 103: Column names of vaccine related tweets  

5. Scrape the Spanish tweets by using the keyword “vacuna” (meaning vaccine in 

Spanish)  

  

Figure 24: Scraping Spanish tweets  

6. Bind the Spanish tweets, remove duplicate tweets and view the fifth column  

  

Figure 104: Preprocessing and viewing Spanish tweets  

  

Figure 105: Content of fifth row of Spanish tweets  

7. Translate the Spanish tweets fro Spanish to English using the previously obtained 

Google API key  



  

Figure 106: Translating Spanish tweets  

8. Extract the desired columns from the English (“comb”) and Spanish (“tTweets”) 

tweets  

  

Figure 107: Extracting desired columns from twitter dataframes  

9.  View the extracted columns  

  

Figure 108: Extracted columns from Twitter dataframes  

10.  View the translated fifth row of the Spanish tweets   

  

Figure 109: Viewing translated fifth row of Spanish tweets  

  

Figure 110: Translated content of fifth row of Spanish tweets  

11. Change the name of the tTweets column “translatedContent” to “text”, bind 

tTweets and comb and view the final dataset   



  

Figure 111: Creating combined Twitter dataframe  

  

  

Figure 112: View of final Twitter dataframe  

12. Save the file with todays date   

  

Figure 113: Saving Twitter dataframe with todays date  

Analysis of Twitter Data  

1. Bind the dataframes, extract the desired columns and view the combined 

dataframe   

  

Figure 114: Processing and viewing Twitter dataset  



  

Figure 115: View of Twitter dataframe  

2. Plot the volume of tweets per day   

Figure 116: Plotting number of tweets per day  

 Figure 117: Plot of number of tweets per day  



3. View the column names in the twitter dataframe  

  

Figure 118: Viewing column naes of twitter dataframe  

4. Change the column names  

 Figure 119: Changing column names of Twitter dataframe  

5. View the class of the dataframe columns  

 Figure 120: Viewing the class of the twitter columns  

Preprocessing  

The preprocessing stage was based on the methodology by Liske (2018(a)) and Liske, D. 

(2018(b)) 

1.  Prepare the text column (which contains the tweets) by removing special 

characters, fixing contractions and converting the date to the date format and 

converting the letters to lower case, then view the prepared data  



  

Figure 121: Preprocessing of tweets column  

  

Figure 122: Example of a cleaned tweet  

Analyse and Visualise Twitter Data  

The Twitter data was prepared and analysed based on work by Liske, D. (2018(a)) and Liske, D. 

(2018(b))  

1. Create a theme for the colors of the visuals and for the format of the ggplots  

  

Figure 123: Setting colors and theme for visuals  

2. Unnest the tokens of the tweets (breaks them into individual words)  



  

Figure 124: Unnesting tokens  

3.  Plot the most frequently occurring words in the tweets   

  

Figure 125: Plotting most frequently occuring words in tweets  



  

Figure 126: Plot of most common words in tweets  

4. Define the words from the first plot that were undesirable (this is at your 

discretion)  

  

Figure 127: Defining undesirable words  

5. Unnest the tokens again and plot the most frequently occurring words again, this 

time with the undesirable words removed (this plot is in the technical report)  



  

Figure 128: Unnesting and plotting word frequency without undesirable words  

6. Obtain the “afinn” sentiment lexicon (contains list of words and their sentiment 

score, obtain the score for the sentiments and convert these to either “positive” or 

“negative”  

  

Figure 129: Obtaining and preparing the afinn lexicon  

7. Count the frequency of each word in the tweets and plot the wordcloud    

  



 Figure 130: Word cloud of most common words in tweets  

8. Join the unnested tokens from the twitter data with the “nrc” sentiment lexicon 

and remove the words that are “positive” or “negative”  

  

Figure 131: Finding sentiment of Texas tweets  

9. Plot the most common emotions in the tweets (figure 4 in report)  



  

Figure 132: Plotting most common emotions in tweets  

 

Figure 133: Plot of most common emotions in tweets 

10. Plot the count of positive and negative words in the dataframe by joining the 

unnested tokens with the “bing” lexicon   



  

Figure 134: Plotting frequency of positive/negative sentiments in tweets  

 Figure 135: Plot of frequency of positive/negative sentiments in tweets  

11. Generate a radar chart of the most common emotions in three selected locations   

  

Figure 136: Generating radar chart of most common emotions per location  



  

Figure 137: Radar chart of most common emotions per location  

12. Unnest the tokens of the original tweets, but this time into bigrams (two word 

combinations) and prepare the bigrams by removing stopwords (such as “the”) and 

undesirable words  

  

Figure 138: Generating and preparing bigrams from tweets  

13. Generate a plot of the most common bigrams in the tweets  



  

Figure 139: Generating bigram plot  

  

  

Figure 140: Plot of most common bigrams in tweets  

14. Generate a plot for the frequency of tweets per location  



  

Figure 141: Generating plot for number of tweets per location  

  

Figure 14: Plot of number of tweets per location  

15. Get the sentiment of each word in the tweets, and count the frequecny of each 

word for each sentiment   

  

Figure 143: Finding sentiment of most common words  



  

Figure 144: Plot of sentiment of most common words in tweets  

Section 2: NIS Data Mining  

NIS Data Mining  

1. The working directory was set to where the NIS datasets were   

 

Figure 145: Reading in raw NIS datasets 

2. The columns containing the files chosen for the study were extracted   

 

Figure 146: Extracting columns of interest  

3. The names column of the two datasets were changed to more descriptive names   



 

Figure 147: Renaming NIS columns   

4. The datasets were combined (in the form they are present in the upload file), 

missing values removed and written as a csv  

 

Figure 148: Merging, cleaning and writing the NIS dataset  

5. View the factor level for each of the categorical variables 



 Figure 149: Factor levels for categorical variables  

3. Remove undesired factor levels   



  

Figure 150: Removing undesired factor levels  

4. View the class of each variable  

  

Figure 151: Viewing classes of NIS variables  

5. Remove ID column and column with whether or not the child had adequate 

provider data and change the “Duration” variable to numeric datatype  

  

Figure 152: Removing unwanted columns and converting duration to numeric  

6. Remove the empty factor levels and view the cleaned data  

  

Figure 153: Removing empty factor levels  



  

Figure 154: Viewing cleaned factors  

7. Convert the target column factor levels to “Vaccinated” and “Unvaccinated”  

  

Figure 155: Renaming target column factor levels  

8.  Find the variance, range and mean of the “Duration” and “Income Group” 

columns  

  

Figure 156: Exploratory analysis of numerical variables  

Visualisation of NIS Data  

1. Convert income into a factor with three levels (“low”, “medium”, “high”)  

  

Figure 157: Converting income into a factor column  



2. Clean the variables by changing the factor levels to shorter names that are easier 

to visualise, and reorder factors to desired order  

  

Figure 158: Renaming and reordering factor levels  

3. Generate plots for each factor and plot these together using the plot_grid function 

(from “cowplot” package). These are found in figure 5 in the technical report  



 Figure 159: Plotting variables relationship with vaccination status  

4. Generate the other barplots and plot them together using plot_grid  

 

Figure 160: Plotting relationship between variables with vaccination status  



  

Figure 161: Plots of variables relationship with vaccination status  

  

Figure 163: Plots of variables relationship with vaccination status  

5. Clean the data by removing unwanted answers from the survey  



  

Figure 164: Removing rows from NIS data  

6. Generate a boxplot and histogram of continuous variables (shown as figure   

  

Figure 165: Generating histograms and boxplots of continuous variables  

7. Perform chi-squared tests to measure the relationship between the categorical 

variables and Vaccination Status. P < 0.05 means the relationship is significant  

  

  



 

Figure 165: First set of Chi-Squared tests 



  

  

Figure 166: Second set of Chi-Squared tests 



8. Perform T-Testing to measure the relationship between income/duration with 

vaccination status. P < 0.05 means the relationship is significant   

  

Figure 167: T-Test of continuous variables with Vaccination Status  

9. Perform ANOVA tests to measure the relationship between income with variables 

of interest  

  

Figure 168: ANOVA test between income and education  



  

Figure 169: ANOVA test between income and household size  

  

Figure 170: ANOVA test between income and race  



 Figure 171: ANOVA test between income and insurance type  

9. Normalize the numerical variables   

  

Figure 172: Normalizing duration and income variables  

10. Remove any unwanted columns   

  

Figure 173: Removing unwanted columns  

11. Convert the data into training and test data   

  

Figure 174: Creating training and test datasets  

Class Imbalance  



1. Use four different methods to correct the class imbalance of the target 

(Vaccination Status) using the “ROSE” package   

  

Figure 175: Correcting class imbalance using ROSE package  

2. Generate random forest models with each of the class corrected datasets  

  

Figure 176: Building Random Forest models to compare sampling methods  



3.  Generate barplots to compare the sampling methods   

  

Figure 177: Building barplot to compare accuracy of sampling methods  

 Figure 178: Accuracy of Sampling Methods  

4. Create the final training dataset with the oversampled data  



  

Figure 179: Creating final training data  

5. Generate a Random Forest model, obtain the variable importance and plot this using a 

‘ggplot2’ barplot 

 

Figure 180: Variable importance plot using Random Forest 

Random Forest 

Based on Khanh (2018) 

1. Tune the Random Forrest mtry valaue (from 

http://math.furman.edu/~dcs/courses/math47/R/library/randomForest/html/tuneRF.html)  

 

Figure 181: Tuning Random Forest 

http://math.furman.edu/~dcs/courses/math47/R/library/randomForest/html/tuneRF.html


 
Figure 182: Plot of optimal mtry in Random Forest  

2. Find the optimal number of trees for the Random Forest model 

 

Figure 183: Finding optimal number of trees in Random Forest 



 

Figure 184: Results of Random Forest tuning for number of trees 

3. Build untuned and tuned models 

 

Figure 185: Building untuned and tuned Random Forest 

4. Generate confusion matrices 



 

Figure 186: Confusion matrices of untuned and tuned Random Forest 

Bagging 

1. Build the bagging models 

 

Figure 187: Building the bagging models 

2. Create a confusion matrix for the models  



 

Figure 188: Confusion matrices of bagging models 

Superlearner 

The SuperLearner was Kennedy (2017) 

1. Use 3-fold cross v 

 

Figure 189: Superlearner cross validation 



 

Figure 190: Plot of Superlearner cross validation 

2. Tune the SuperLearner using Ranger (a faster version of Random Forest), ipredbag and 

XGBoost. These were chosen because of their light weight 

 

Figure 191: Building three model Superlearner 

3. Generate predictions and a confusion matrix for the model 



 

Figure 192: Generating predictions and confusion matrix for three model Superlearner 

 

Figure 193: Confusion matrix for first Superlearner 

4. Build the second SuperLearner with just boosting and Ranger 



 

Figure 194: Building three model Superlearner 

5. Generate predictions and the confusion matrix 

 

Figure 195: Generating predictions and confusion matrix for double and single Superlearner 

 



 

Figure 196: Confusion matrix of two model SuperLearner 

6. Create tuned ranger model, run the model with xgboost, predict the results and generate 

the confusion matrix  

 

Figure 197: Implementing tuned SuperLearner 



 

Figure 198: Tuned SuperLearner confusion matrix 

SVM 



1. Train four SVM models with different kernels, generate a confusion matrix for each 

model and subset the accuracy measure from the confusion matrix 

 

Figure 199: Training svm models with different kernels 

2. Generate a barplot for the accuracy of each kernel  

 

Figure 200: Generating barplot comparing accuracy of each svm kernel 



 

Figure 201: Barplot of kernel accuracy 

3. Tune the cost parameter 

 

Figure 203: Tuning the cost in SVM 



 

Figure 204: Plot of SVM cost tuning 

4. Tune the sigma parameter 

 

Figure 205: Tuning sigma in SVM 



 

Figure 206: Plot of optimal sigma value for SVM 

5. Build the untuned and tuned models  

 

Figure 207: Building untuned and tuned SVM 

6. Generate the confusion matrices for the SVM models 



 

Figure 208: Confusion matrices of untuned and tuned SVM 

Naïve Bayes 

1. Perform paarameter tuning on the Naïve Bayes 

 

Figure 209: Tuning Naive Bayes 



 

Figure 210: Plot of Naive Bayes model tuning 

2. Build the tuned and untuned models 

 

Figure 211: Building Naive Bayes models 

 

3. Generate confusion matrices for the untuned and tuned models 



 

Figure 212: Confusion matrices for untuned and tuned Naive Bayes 

C5.0 

1. Tune the trials parameter for C5.0  

 

Figure 213: C5.0 parameter tuning for number of trials 



 

Figure 214: Plot of optimal trials for C5.0 

2. Find the optimal winnow value for C5.0 

 

Figure 215: Finding the optimal value for winnow in C5.0 



 

Figure 216: Finding optimal winnow value for C5.0 

3. Build the untuned and tuned C5.0 models 

 

Figure 217: Building untuned and tuned C5.0 models 

4. Generate the confusion matrices for the C5.0 models 



 

Figure 218: Confusion matrices for untuned and tuned C5.0 models 

GBM 

1. Tune the number of trees (boosting iterations) and interaction depth (max depth) of the 

GBM model 

 

Figure 219: Tuning GBM 



 

Figure 220: Finding optimal parameters for GBM 

2. Build the untuned and tuned models 

 

Figure 221: Building and predicting untuned and tuned C-Forest 

3. Generate confusion matrices for the models 



 

Figure 222: Tuned and untuned confusion matrices for gbm 

C-Forest 

1. Tune the mincriterion and max depth of the C-Forest 

 

Figure 223: Tuning the C-Forest 



 

Figure 234: Plot of tuning parameters for C-Forest 

2. Build the untuned and tuned models  

 

Figure 235: Building and predicting untuned and tuned C-Forest 



 

Figure 236: Tuned and untuned confusion matrices for C-Forest 

Neural Network 

1. Tune the size of the neural network (numbers higher than 10 produced an error) 

 

Figure 267: Tuning size of neural network 



 

Figure 238: Plot of optimal size for neural network 

2. Tune the decay of the neural network based on 

https://stackoverflow.com/questions/42417948/how-to-use-size-and-decay-in-nnet  

 

Figure 239: Tuning weight decay for Neural Network 

https://stackoverflow.com/questions/42417948/how-to-use-size-and-decay-in-nnet


 

Figure 240: Performance of neural net at different decays 

 

Figure 241: Optimal weight decay for neural network 

3. Build the untuned and tuned models 



 

Figure 242: Building untuned and tuned neural networks 

4. Generate a confusion matrix for the untuned and tuned models  

 

Figure 243: Generate confusion matrices 

 

Figure 244: Confusion matrices of untuned and tuned Neural Networks 

KNN 

1. Tune the KNN model to find the optimal parameters using 1o-fold cross validation 



 

Figure 245: Tuning the KNN model 

 

Figure 246: Tuning k value for KNN 

2. Build the untuned and tuned KNN models 

 

Figure 247: Building tuned and untuned KNN models 



3. Create a confusion matrix for the untuned and tuned models  

 

Figure 248: Confusion matrices of untuned and tuned KNN 

Comparison of Model Performance 

1. Generate a dataframe of the model performance and create multiple bar plots of these 

metrics. Combine the plots using the “plot_grid” function 

 

Figure 249: Generating a plot to compare model performance 

Time Series Forecasting  



This chapter uses techniques based on work by Tejendra, S. (No Date) 

1. Set the working directory to the folder with the timeseries file  

  

Figure 250: Setting working directory  

2. Read the file into R and extract the columns for the states of the US  

  

Figure 251: Reading timeseries file and extracting desired columns  

3.  Reshape the time series data  

  

Figure 252: Reshaping timeseries data  

4. View the timeseries dataframe  



  

Figure 253: Timeseries dataframe  

5. Convert the dataframe to a timeseries dataset and plot the timeseries   

  

Figure 254: Converting to timeseries and plotting the timeseries  



  

Figure 255: Timeseries plot  

Treat Outliers  

Texas  

1.  Retrieve the Texas timeseries, convert to timeseries dataframe and detect and 

visualise outliers in the timeseries   

 Figure 256: Detecting outliers in Texas timeseries  



  

Figure 257: Texas timeseries outliers plot  

  

Figure 258: Outliers in Texas timeseries  

2. Treat the outliers in the data and plot the treated timeseries and plot the treated 

timeseries against the untreated data   

  

Figure 259: Treating outliers in Texas timeseries  

3. Create the outlier treated Texas timeseries   



  

Figure 260: Creating outlier treated Texas timeseries  

  

Figure 261: Plot of Texas timeseries treated for outliers versus untreated  

4. Repeat the same steps for the Arkansas (column 7) and Oklahoma (column 92) 

data 

  



 Figure 262: Detecting and treating outliers in Arkansas and Oklahoma timeseries  



  

Figure 263: Plot of Arkansas timeseries treated for outliers versus untreated  

  

Figure 264: Plot of Oklahoma timeseries treated for outliers versus untreated  

5. Combine the treated timeseries datasets  



  

Figure 265: Combining the treated timeseries data  

6. Test if the data is stationary (if P<0.05 it is stationary and therefore can be used 

for the study)  

  

Figure 266: Stationary test on timeseries data  

 Error of Forecasting Methods  



1. Take a training samples from the year 1995-2012, extract the Texas column, 

convert the data to stationary, forecast the timeseries and adjust the stationary by 

adding the last value from the Texas timeseries (based on 

https://otexts.com/fpp2/accuracy.html)  

  

Figure 267: Forecasting training data  

  

Figure 268: End of timeseries data  

2. Convert the data to its normal form by adding the 2012 value for Texas onto the 

data  

  

Figure 269: Converting timeseries back to original format  

3. Make the x value the final prediction for Texas  

  

Figure 270: Making final forecast  

https://otexts.com/fpp2/accuracy.html


4. Train three other models for comparison  

  

Figure 271: Building three time series forecasting methods  

5.  Create test timeseries data for between 2013-2017  

  

Figure 272: Generating test timeseries set  

6. Find the Mean Absolute Error (MAE) of each model  

  

Figure 273: Finding accuracy of each forecast technique  

7. View the predicted values for the timeseries   

  

Figure 274: Forecasts using mean method  



  

Figure 275: Forecast using naive method  

  

Figure 276: Forecast using seasonal naive method  

  

Figure 277: Forecast using forecastML  

Forecast Using ForecastML package  

1. Convert the data to stationary data and plot the stationary data  

  

Figure 278: Convert timeseries to stationary and plot the data  

2. Plot the timeseries data  



 

Figure 279: Plot of vaccination rates timeseries data  

3. Perform forecasting five years into the future using the “predict” function  

  

Figure 280: Forecasting and plotting the forecast of the timeseries data  



  

Figure 281: Plot of timeseries forecast for vaccination rates  

4. Extract the forecast value for Texas, add the value from 2012 to the forecasted 

data and plot the forecasted timeseries  

  

Figure 282: Plotting Texas forecast  



  

Figure 283: Forecasted vaccination rate for Texas   

5.  Join the forecasted values with the original timeseries data, convert the data to a 

dataframe and rename the column with the vaccination rates to “Texas”  

  

Figure 284: Generating final Texas forecast dataframe  

6. Repeat these steps for the Arkansas and Oklahoma timeseries data  



  

Figure 285: Forecasted vaccination rates for Arkansas  



  

Figure 286: Forecasted vaccination rate for Oklahoma  

7. Combine the forecast data, convert them to a dataframe, reshape the data and 

generate a line plot using “GGPlot2” of the timeseries forecasts  

Figure 287: Generating timeseries forecast line plot  

Dashboard 

1. The code regenerating the dashboard using Shiny and Flexdashboard is shown in 

the .rmd file 

2. The code contains   most of the same code that was previously shown 

3. To create a new or markdown file click 'File' - 'New File'- 'R Markdown' 



 
Figure 288: Creating new Rmarkdown file 

4. Create the formatting for the dashboard setting the title, author, setting it to today's 

date, set the output to flexdashboard with rows, social to 'menu' source code 

'embed'. Set the runtime to Shiny and add any files we used. Make sure these files 

are in the same directory as the .rmd file 

 
Figure 289: Setting up Flexdashboard 

5. At the start of the code that you do not want to include in your dashboard put the 

code shown in figure 366  

 
Figure 290: Setting invisible code chunks  

 

6. Enter the code in this block that you want to appear in the final dashboard.   the 

code itself will not appear 

7. The only difference between the code in this file and the coding final or file is that 

only contains the most important visuals and tables, under the NIS training data and 

test was read directly in, and the Google Maps data was changed to make it more 



suitable for a dashboard. For the data mining the best performing algorithm 

(Superlearner) was used 

8. Load the training and test data, convert the outcome to vaccinated/unvaccinated and 

remove the ID column 

 

Figure 291: Loading and preparing the NIS data 

9. At the end of the code chunk leave three dashes as shown in figure 367 

 
Figure 292: Ending code chunk  

10. The structure of the first page of the dashboard as shown in figure 368. The 

'ggplotly' function allows you to create interactive ggplots. enter any of the 

visualisations you wish to include in the dashboard into the brackets after 

'ggplotly' function. Put your titles after each of the three hashtags, and set the row 

height do whatever you want. For more Font Awesome icons go to 

https://fontawesome.com/v4.7.0/icons/  

 

Figure 293: Creating the first page of the dashboard 

11.  For the second page add the visuals from the NIS study to the dashboard 

https://fontawesome.com/v4.7.0/icons/


 

Figure 294: Second page of dashboard  

12. On the third page use the 'datatable' function to show the predicted immunisation 

status of a sample of children. The ‘bound’ table contains these predicted values 

in this study 



 

Figure 295: Third page of dashboard 

13. The fourth page contains the timeseries data, with the plot of the forecast (q) and a 

datatable of the past immunization rates. 

 

Figure 296: Fourth page of dashboard 

SQL Server Management Studio 

Loading the data to SQL Database  

Creating Table in SSMS  



Creating Table in SSMS 

1. Create the timeseries table 

 

Figure 297: Creating timeseries table 

2. Create the table for storing the tweets 

 

Figure 298: Creating twitter table in SSMS 

3. Create the table for the National Immunization Survey (NIS) data 

 

Figure 299: SQL code for NIS table 

4. Create the table for Google trends by time 



 

Figure 300: Creating table for Google trends by time 

SQL Server Integration Studio 

1. Create a new project by clicking ‘File’- ‘New’- ‘Project’ 

2. Highlight the ‘Integration Services Project’ selection as shown in figure 1 

3. Enter the project name and click ‘OK’ 

 

Figure 301: Creating a new SSIS project 

4. Drag and drop ‘Data Flow Task’ into the blue pane. And rename it ‘Masters Data Flow 



 

Figure 302: Creating a data flow task 

5. Double click on the dataflow task 

6. Drag and drop the ‘Flat File Source’ option into the pane 

 

Figure 303: Creating flat file source 

7. Click on the “New” box to create a new flat file connection manager 



 

Figure 304: New flat file connection 

8. Rename the ‘Connection Manager name text to ‘google trend by time connection’, and 

‘google trend connection’ as the description 

9. Click on the “Browse” button 

 

Figure 305: Finding data source 



10. Click the ‘Text Files’ box and change the selection to ‘CSV files(*.csv)’  

11. Double click on the target file 

 

Figure 306: Importing Google Trends data 

12. Leave the default parameters unchanged  



13. Click on the Columns tab on the left, and ensure that the columns in the columns are 

correct then click ‘OK’

 

Figure 307: Columns tab 

14. Click on the columns tab to choose the columns to include. In this case all the columns 

were included 



 

Figure 308: Select columns to include in google trends by time table 

15. Click ‘OK’ 

16. Repeat these same steps for the timeseries, NIS and Twitter data 

17.  Drag and drop an ‘OLEDB’ destination to the page, rename it to a suitable name and 

connect the blue arrow from the Google Trends source to the destination 



 

Figure 309: Adding OLDEDB destination 

18. In the Connection Manager tab find your SSMS database and your table 

 

Figure 310: Choosing database and table 

19. Map your columns to the appropriate columns in the table 



 

Figure 311: Mapping columns to SSMS table 

20. Click the ‘Start’ button 

 

Figure 312: Starting data flow task 

21. If the task is a success green ticks will appear and all of the rows of data will appear on 

the arrow 



 

Figure 313: Successful data flow task 

22. The steps are the same for the other data sources 

23. One difference is in the Twitter data in the ‘Configure the properties of each column’ window in 

the File Manager select the columns and ensure that the ‘OutputColumnWidth’ option is high 

enough for your day v(this limits the number of characters that will be loaded) 

 

Figure 314: Output column width field 

24. For the Twitter and NIS data drag and drop a ‘Data Conversion’ transformation task into 

the pane 



 

Figure 315: Data conversion task 

25. Remove the column for ‘Adequate Data’ in the NIS data and convert the columns into the 

datatypes shown in figure 316 

 

Figure 316: NIS data conversion 

26. Convert the Twitter columns to the datatypes shown in figure 317 



 

Figure 317: Twitter data conversion 

Querying the SSMS Tables   

1. Execute a query in SQL that generates a categorical column in the timeseries table 

for the rate of vaccination, with ‘high’, ‘medium’ and ‘low’ and order by this 

column   

  

Figure 318: SQl query of Timeseries table grouping vaccination rates  



  

Figure 319: SQL query putput with categorical column for vaccination rate  

2. Alter the datatypes of the ‘Table_of_Tweet’ Location and Text_of columns to 

VARCHAR(MAX) datatypes  

  

Figure 320; Altering the data type of the Location column  

  

Figure 321: Altering the data type of the Text column  

3. Query the number of tweets per location   

  

Figure 322: Number of tweets by location  



  

Figure 323: Number of tweets per location  

4. Execute an SQL query to view the frequency of the word ‘autism’ grouped by the 

location based on code in https://stackoverflow.com/questions/881913/sql-server-

function-for-displaying-word-frequency-in-a-column   

  

Figure 324: Viewing frequency of the word 'autism' by location  

  

Figure 325: Frequency of 'autism' by location in Twitter table  

5. Alter the data type of the Income to Poverty Raio column to decimal  

  

Figure 326: Altering data type of income to poverty ratio  

https://stackoverflow.com/questions/881913/sql-server-function-for-displaying-word-frequency-in-a-column
https://stackoverflow.com/questions/881913/sql-server-function-for-displaying-word-frequency-in-a-column


6. Query the average income to poverty ratio for each region from the NISurvey 

table  

  

Figure 327: Query for averge income to poverty ratio for each region  

  

Figure 328: Average income to poverty ratio for each region  

7. Execute a query for the proportion of vaccinated vs unvaccinated children 

grouped by education status in Texas  

 Figure 329: Querying the relationship between education status and vaccination status  



  

Figure 330: Query results of vaccination status grouped by education status  

8. Query the Google trends table to view the average search volume for ‘vaccine’ 

grouped by year  

  

Figure 331: Querying the average Google search volume per year  

  

Figure 332: Google search volume by year  

References   

Liske, D. (2018(a)) 'Tidy Sentiment Analysis in R'. Datacamp. Available at: 

https://www.datacamp.com/community/tutorials/sentiment-analysis-R  

Liske, D. (2018(b)) 'Lyric Analysis with NLP & Machine Learning with R'. Datacamp. Available 

at: https://www.datacamp.com/community/tutorials/R-nlp-machine-learning   

Tang, D. (2018) 'Visualising Google Trends results with R'. Dave Tang's Blog. Available at: 

https://davetang.org/muse/2018/12/31/visualising-google-trends-results-with-r/   

https://www.datacamp.com/community/tutorials/R-nlp-machine-learning
https://davetang.org/muse/2018/12/31/visualising-google-trends-results-with-r/


Tejendra, S. (No Date) Multivariate TS Analysis, Available at: 

https://bookdown.org/singh_pratap_tejendra/intro_time_series_r/multivariate-ts-analysis.html. 

[Last accessed 7 August 2020] 

 


