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Configuration Manual  
Enwere Chibuike Kenneth x18178090  

1  Introduction  
In this configuration manual a detailed procedure used in achieving “Predicting Flight Arrival delay 

Reduction For Delta Airlines ” is explained. This includes comprehensive instructions on the 

requirements (hardware and software), source of the data, environment specification and modelling 

techniques used   

2  System Specification  
This research has been carried out a windows environment using DELL Inspiron 14 5000 

with the system specification is shown below.  

 

         Figure 1: System specification  

3  Data Collection  
Data was collected from a primary source, this was the Bureau of transport statistics (BTS) on 

the airline on-time statistics for Flight arrival 1   
  
  
  
  
  
  

 

1 https:// https://transtats.bts.gov/ONTIME/Arrivals.aspx¯  
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4.      Data Storage and Preparation  
• The dataset that was sourced from BTS for flight arrival delay was a structured data in a 

CSV format and  was directly downloaded and stored on the system.  

• This data was saved in C:\Users\kenne\OneDrive\Desktop\data  

 

      Figure 1: Location where dataset is stored  

5.   Download and Installation of Anaconda  

Anaconda is a package manager, an environment manager, and Python distribution that contains 
a collection of many open source packages. With packages such as (numpy,scikit-learn , scipy and 
pandas). Below are the steps to download anaconda  

• Go to https://www.anaconda.com/distribution/  
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•   
  

  

  

Figure 2: How to download anaconda  

• Locate where to download it and   

 

Figure 3: Version of Anaconda  

• Download Python version 3.7 below  



4  

  

  

 

Figure 4: Anaconda setup process  

• You can use either of the two approach I went with the recommended approach .The 

recommended approach enables youto use Anaconda Navigator or the Anaconda  

Command Prompt (located in the Start Menu under "Anaconda")   
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Figure  4: Recommended Approach  

• Anaconda installation is completed  
  

  
       Figure 6: Anaconda setup completion  

6. Preparing Data For Analysis  

    Here we load the entire dataset, performing cleaning and create data visualizations. The 

aim of the project is to predict arrival delays for the months of summer.  

        Step 1: Import necessary libraries to be used in the analysis  
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      Figure 7: Code to import libraries  

Step 2: Load Dataset  

 

      Figure 8: Code to load dataset  

7  Data Cleaning and Feature Extraction  

 Cleaning: We need to remove columns which will not be of any use in our analysis. All the 

irrelevant columns needs to be removed as it might reduce our models accuracy. Also it is 

important to extract required features in order to predict arrival delay more accurately.  

Feature Extraction: It leads to accuracy improvements and speedup in training. It is very 

important to get the right set of features to get good prediction of our model. It aims to reduce no 

of features from dataset by extracting relevant information and discarding irrelevant ones.  

Steps for data cleaning:  

• Removing irrelevant columns: Irrelevant data are those that are not actually needed, and 

don’t fit under the context of the problem we’re trying to solve.  

• Removing duplicate data: Duplicates are data points that are repeated in your dataset.  

• Fixing null values by either discarding or relevant substitution  

• Type conversion: Changing columns to valid datatypes. Make sure numbers are stored as 

numerical data types. Categorical values can be converted into and from numbers if 

needed.  

• Syntax errors: Removing whitespaces or fixing typos.  
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      Figure 9: Code showing how data cleaning is done  

  

  

In-order to fix the null values we check how columns and rows are presented in the data. We 
have the total number of rows to be 322199 and columns as 15.  This can be seen in the code 
below   
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        Figure 10: Code showing how to fix null values  

To find  out if the dataset is free from null values we run the code print (df.isnull().sum) as seen 

below  

 

        Figure 11: Code showing rechecking for null values  
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Steps for feature extraction   

• Extracting critical information from complex features  

• Creating new columns with information from combination of two or more features  

 The codes describes the dataframe and shows feature that will provide insight to the 

analysis.   

 

         Figure 12: Code describing data frames  

  

Next after getting information of the data-frame. We check the data-frame to know the 

different columns and datatype format   

  
Figure 13: Code showing dataframe data types  
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The next step is to remove irrelevant features by using the df.drop function  

  

              Figure 14: Code to remove cancelled flights  

8  Data Exploration and Visualization  

      Here we find unique airports used by Delta airlines for both origin and destination flights. We 

had 150 airport origin and 150 destination  

 
                                             Figure 15: Code for Destination (Arrival airport)  
 

Next, we drilled down to find the top 20 unique airport by their flight volume. Note since we 

considering arrival delay we will only look at destination airports. Hartsfield-Jackson Atlanta 

International airport (ATL) had the highest flight volume of 82519 this was for the year 2017 

during the summer months  
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Figure 16: Code showing top 20 unique airport used by Delta airlines by their flight volume  

 

8.1 Arrival Delay Visualization  

Here a histogram was plotted to show frequency of flights at destination airports  
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Figure 17:  Hartsfield-Jackson Atlanta International airport (ATL) has the highest flight frequency 

as compared to other airports used by Delta airlines   

Next, we find the role of distance in arrival delay. From the analysis, flight with shorter distance 

have arrival delays   
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                                         Figure 18:  Code check if distance affects delay  

 

                       Figure 19: Visualization showing flight with shorter distance have arrival delays   
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Next, we check how the role of month of travel affects arrival delay 

 

Figure 20: Code showing output of arrival delay caused by travel months  

  

 

                    Figure 21 :  Visualization showing months with the highest arrival delay for Delta 

airlines  

We notice that June which is the 6th month and July the 7th month have the highest arrival delay during 

the summer while there is a slight difference of 0.5 to make July the highest arrival delay month in the 

year 2017.  

   

 

 



15  

  Here, we analyse how depature time affects arrival delay  

 

  
     Figure 23 : Code to show how depture time affect arrival delay  
  
  

 

  

Figure 24: Visualization showing lateness in departure time causes flight arrival delay  
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9  Data Modelling  
  

    The first thing done here was to use the label encoder to convert strings to numbers. The values of 

origin and destination had the data type float and was converted to int using the python function as seen 

in the codes  

  

Figure 25: Code to convert values of origin and destination to int  

Next was to carry out another feature extraction to remove columns not relevant in training our 

model for arrival delay  

 
                Figure 26:  Code to remove irrelevant columns   

After this the data is saved   



17  

    

                            Figure 27: Code showing data been saved  

10.  Preparing Training set  

  We will prepare a balanced dataset for training so that we get better accuracy on test data. 

Below are the codes used to prepare the dataset by dividing to training and testing dataset. Here 

are the steps we followed to make our training data balanced with same positive and negative 

value. i.e. positive =1 negative= 0  

10.1  Splitting the data set  

These are the steps in splitting the data  

• Step 1: Get validation data and  test data  

  
       Figure 28: code showing Validation of dat  

This will remove 30% data from our dataframe to create both validation and  test data.   

• Step 2: Divide validation and test data further into 15% each the remaining 50% will 

be used for cross validation   

 

Figure 29: Code showing validation and test data further splitted  

  

• Step 3: Getting the train data  
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Figure 30:  Code showing how to get training data  

• Step 4:  Calculating prevalence to show the total number of cases where arrival delay 

happened in the test and validation data   
  
  

 

Figure 31: Code calculating prevalence  

• Step 5: Separating the training dataset into input and output. Note all columns are input 

except that of ARR_DEL15 which is the output. The figure below the block 45 in the 

code shows the size of the matrix in rows and columns.  

  

 

Figure 32 : Code showing the separation of training data  

10.2   Steps To Prepare the Dataset  

The Listed steps are as follows:  

1. Taking out all positive values from training data so that it gives all the data of po  

2. Taking out all the negative values by removing positive data from the complete training 

dataset  

3. Calculating how many positive values we have  

4. Taking out the same no of negative data randomly from the negative data  
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5. Concatenating both positive data and negative data which we got from step 4  

6. Randomly shuffling the data from step 5 in order to mix positive and negative examples  

  

CODE FOR STEPS IN BLOCK  44   

 

   Figure 33: Code to prepare dataset  for modelling  

For step 1 and 3 the code line 1 and 2  rows_pos = df_train_all[ ‘ARR_DEL15’] ==1 and 

df_train_pos = df_train_all.loc[rows_pos]   explains how the positive values from the training 

data is taken out to give all positive dataset  

For step 2, code line 3 df_train_neg = df_train_all.loc[~rows_pos] takes out all the negative 

values by removing positive data from the complete training dataset  

For step 3, 4 and 5 code line 4 df_train = pd.concat([df_train_pos, df_train_neg.sample(n = 

len(df_train_pos), random_state=42)], axis = 0) pd.concat does randomization and takes the 

same number of negative values as positive and removing remaining ones. In this way we will 

have a balanced training data with equal positive and negative values   

For step 6 , shuffling was done by randomly mixing the values to achieve values that are 

representatives of the entire data distribution which will produce good performance of the 

algorithm and avoid bias  

 
      Figure 34: Code showing Shuffling  

  

  



20  

11  Training Machine Learning Models  

We will train different Machine learning Algorithms and see how they perform on our dataset. 

It is important to note that each machine learning algorithm performs differently and we need 

to choose the right algorithm for our problem. We will also calculate metrics associated with 

each algorithm for a comparative analysis. Models used are Logistics regression, Support 

vector Classifier, Random forest, Naïve bayes, Gradient Boosting, SDG classifier  

STEP 1: Import the necessary libraries to carry out analysis and define the necessary metrics to 

be used  

  
      Figure 35: Code showing libraries imported for modelling and  
 

 Training Proper   

Logistics Regression  

Logistic regression was  implemented using the sklearn.linear_model in LogisticRegression. This 

implementation can fit binary, One-vs-Rest, or multinomial logistic regression with optional ,  or Elastic-

Net regularization  
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    Figure 36:  Logistics regression code for modelling  
   
In block code 47 line 1 and 2 the logistic regression is initialised, in line 3 the model is trained 

to fit function using different parameters . Block code 48 shows the output from the cross 

validation. Looking at the confusion matrix the number of  true positives (TP)  are 26662  False 

positives are 14970 False negative are 2404 and True negative are 4292. So,  since we 

considering accuracy,  TP+TN/total will give the accuracy of 64%  
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Naïve Bayes  

The  sklearn.naive_bayes function was used while importing the Gaussian Naïve Bayes. Several 

parameters were defined to ensure effective modelling of the trained data  

 

                   Figure 35: Naïve Bayes code for modelling  

After using the confusion matrix the accuracy was 60%  
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Decision trees   

performs multi-class classification on a dataset. They are supervised machine  learning methods that 

performs classification tasks. However,  the aim here was to develop a model that predicts the value of a 

target variable by learning simple decision rules inferred from the data features  

  

      Figure 36: Decision tree code for modelling  

The sklearn.tree function was employed to use in the decision tree classifier and the different 

paraments where used to find the appropriate  performance. Confusion matrix showed how the 

data performance calculation. Accuracy here was 66%  
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Random forest  

  
The performance metrics considered here was accuracy and it was 66%  

Gradient Boosting Classifier  

Using the sklearn.ensemble function the gradient boosting classifier was imported  

  

The gradient boosting classifier was the best classifier as it outperformed all other models  

predicting flight arrival delay for delta airlines with a 70% accuracy.  


