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Configuration	Manual	
Gabriel	Dada	(x18176585)	

1 Introduction	
This configuration manual provides detailed documentation of the implementation of I.T 
solution deployed as part of the research thesis in Electric Load Forecasts using Machine 
Learning and Distributed Systems. The scope covers all steps taken to for solution 
deployment.  The systems configuration requirements are as follows: 
 

• Processor:  intel core i5 1.8Ghz DDR3  
• RAM: 8GB 
• System: x64 processor 

 

2 Integrated	Development	Environment	
The project implementation was deployed in the Anaconda 2019.10 for mac operating system 
(with 64 bit graphic installer) environment. Python 3.7 accompanies it as both can be 
downloaded from here. Having installed Anaconda, Jupyter notebook was used for the data 
for data pre-processing, transformation, feature engineering and modeling.  
 

3 Datasets	
Datasets used for this project were downloaded as csv files in two categories namely electric 
load data and weather data. The load data was originally sourced from PJM open source 
repository online here. The historical hourly weather datasets were sourced directly from 
Kaggle containing weather measures of temperature, pressure, humidity, wind direction, and 
wind speed for 30 US cities here.  
 
4 Assessing	the	datasets	
The datasets were first loaded into R studio for preliminary checks after which all 6 datasets 
were loaded to the Jupyter python environment. First, all necessary libraries required for our 
analysis were loaded into python (even though Jupyter notebook has some of these libraries 
pre-installed). This is shown here: 
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After	which	the	datasets	are	loaded	accordingly	to	Jupyter	notebook.	
	

	
	
5 Concatenation	to	create	final	project	dataset	
Since	our	analysis	hinges	on	a	single	dataset	that	will	be	use	electric	load	consumption	
as	 the	 dependent,	 and	 weather	 features	 such	 as	 temperature,	 pressure,	 etc	 as	
independent	variables.	The	task	will	be	to	concatenate	the	various	times	series	 joining	
them	by	the	date-time	column	common	to	all	6	csv	files.	Using	the	pandas	library,	first	
we	deal	with	those	of	weather:			
	

	
And	then	add	power:		
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The	final	concatenated	output	looks	like	this:	
	

	
	
6 Feature	Engineering	
To	further	prepare	the	time	series	data	for	modeling,	date-time	features	were	expanded,	
also	lag	features	created	with	this	block	of	code.	First	date	time	features:	
	
			

	
 

And then lag features with the below configuration: 
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This process increased the number of features to 54 in total The output file is shown: 
 

 
7 Feature	Selection	
Feature selection was achieved using ranking the contribution of all features in our model 
using the F-score. A plot of feature importance from an initial Xgboost regression model was 
used as a basis. The input blocks of codes and out are outline below.	
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6	

 
8 Modeling	
Here, the machine learning models were implemented and necessary evaluation metric 
obtained. Xgboost, Extra Trees regressor, SARIMA and ARIMA were applied to the different 
lengths of  
 
 
 
8.1 Modeling:	XGBoost	
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8.2	Modeling:	Exratrees	Regressor	
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8.3 Modeling:	SARIMA	
First	 the	 time	 series	 decompose	 plot	 is	 used	 to	 split	 the	 time	 series	 into	 its	 trend,	
seasonal,	and	residual	elements	using	this	block	of	codes:	
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Next	is	to	find	the	Optimum	(p,d,q)(P,	D,	Q)m	parameters	using	grid	search	iteration	
	

	
The	combination	of	parameters	with	 the	 lowest	AIC	score	 is	 selected	and	used	 for	 the	
forecast:	
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8.5 Modeling:	ARIMA	
Similar	procedure	is	carried	out	to	grid	search	for	best	(p,d,q)	parameters	for	ARIMA	as	
shown	below:		
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Then	used	for	forecasts:		
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