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1 Introduction

This configuration Manual is to provide information on System Configuration, Program-
ming Language and Program code used to implement the research project:
”Toxic Question Classification in Question & Answer forum using Deep Learning”

2 System Configuration

Kaggle Kernal is used to build the proposed model. Kaggle kernel are 12.5x faster on
training Deep learning models.

2.1 Hardware

1. OS: Linux

2. Hard Disk: 5GB

3. RAM: 16 GB

4. GPU Enabled.

5. Processor: Intel Core i7

2.2 Software

1. Kaggle Notebook - Python

(a) Data Extraction

(b) Explanatory Data Analysis (EDA)

(c) Visualization

(d) Feature Extraction

(e) Data Cleaning

(f) Building the Deep Learning Model

2. Microsoft Excel

(a) Pivot Table

(b) Visualization
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3 Project Development

Development of Classification model to classify question in Q&A forum is of many phases.
Starting from Data Extraction, Explanatory Data Analysis, Data Cleaning, Embedding
matrix creation from Glove and fastText, Sequence creation of texts in questions. Recur-
rent Neural Network model will be built using CuDNNLSTM and CuDNNGRU to build
the final neural network model. In this section data extraction, EDA will be done.

3.1 Data Collection

1. Data downloaded from Quora

2. Explanatory Data Analysis

3. Glove Embedding Layer data from Stanford

4. fastText Embedding layer from Google.

Embedding layer are zipped and uploaded to Kaggle kernel.

3.2 Data Preparation

Data required to build the models are

1. Quora Question & Answer dataset

2. Embedding Layer for Transfer learning from Stanford and Google Repository

Two kernels are created in kaggle for this research purpose. Click on the kernel and
follow the steps in image to fork and run the kernel to see the output.

1. Explanatory Data Analysis of dataset
https://www.kaggle.com/mathiazhagan/toxic-classification-kernal/Figure 1
represent the steps to fork the kernel of EDA

Figure 1: Kaggle EDA Kernel Fork
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2. NLP and Model Development
https://www.kaggle.com/mathiazhagan/cycliclr-and-k-fold. Figure 2 rep-
resent the steps to fork the kernel of Model development.

Figure 2: Kaggle Model developed Kernel Fork

4 Explanatory Data Analysis

Navigate to 1 to fork kernel. Detailed EDA of the dataset will be done in this section.
Figure 3 provide the information on libraries imported.

Figure 3: Import of Required Libraries

1https://www.kaggle.com/mathiazhagan/toxic-classification-kernal/
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Figure 4, 5 represent the Class imbalance in the dataset.

Figure 4: Class Imbalance in data

Figure 5: Bar graph of class Imbalance
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4.1 Feature Extraction from Questions

Figure 6, 7, 8 provides the step involved in feature extraction using Python, Visualisation
of features is done on BoxPlot and Correlation Matrix is drawn on the same using Python
plotly.

Figure 6: Feature Extraction of data

Figure 7: Box Plot of the Feature Extraction
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Figure 8: Correlation Matrix of Extracted Feature

4.2 NGRAM visualization of Questions

Most commonly or frequently used unigram(1), Bigram(2), Trigram (3) are extracted and
visualized. Figure 9, 10 provide the detail steps involved in the process

Figure 9: Ngram Visualisation (Contd).
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Figure 10: Ngram Visualization.

5 Making the class balance

Navigate to 2 to access the model developed in Kaggle. Figure 11 represent the configur-
ation feature and class balance implementation.

Figure 11: Configuration and Class Balance

2https://www.kaggle.com/mathiazhagan/cycliclr-and-k-fold
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6 Cleaning of Data

Figure 12, 13, 14, 15 represent the data cleaning process involved in cleaning the dataset
after sampling.

Figure 12: Data Cleaning of tags in questions

Figure 13: Data cleaning of symbols in question

Figure 14: Data cleaning of Misspelled words in Questions
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Figure 15: Implementation of data cleaning

7 Model Development

7.1 Split of data

Figure 16 represent the implementation of the data split into train,test for the model.

Figure 16: Load and split the data
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7.2 Load of Transfer Learning Layers

Figure 17 represent the Transfer learning techniques involved in creating embedding mat-
rix.

Figure 17: Load of Embedding layer - Transfer Learning

7.3 Attention Layer

Figure 18 represent the implementation of Attention layer for getting providing higher
weights for the important words in the questions.

Figure 18: Implementation of Attention Class
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7.4 Cyclic Learning Rate(CLR)

Figure 19, 20 represent the implementation of predicting the learning rate for training
the Neural Network.

1. Different Learning Rate from 0.001 to 0.002

2. Different Learning Rate from 0.001 to 0.003

3. Different Learning Rate from 0.001 to 0.004

4. gamma=0.9994

5. mode=exp range

Figure 19: Implementation of Cyclic Learning Rate (Contd).

Figure 20: Implementation of Cyclic Learning Rate
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7.5 F1 score method for the model

Figure 21 represent the implementation of method to find the F1 score based on the
precision and Recall value of the model.

Figure 21: F1 score calculation using Precision and Recall

7.6 Creation of Embedded Matrix

Figure 22 represent the Creation of the Embedding Matrix using Glove and fastText.

Figure 22: Creation of Embedding matrix from Glove and fastText and Threshold search
method
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7.7 Final Model with different number of Layer and LR

Figure 23 represent the split on train,test and Validation data, 24 represent the model
implementation with different Learning Rate, number of nodes in hidden layers.

Figure 23: Train and test of dataset on the Model with High number of nodes in Hidden
layer

Figure 24: Implentation of Model 2 with less number of node in Hidden Layer.
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8 Code Referencec

1. Smith (2015)

2. Coates and Bollegala (2018)

3. Kiela et al. (2018)

4. Vaswani et al. (2017)

5. Keras github3

6. Keras Discussion Community4

7. Stackoverflow5
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