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1 Introduction

This configuration manual provides information on the system setup, the necessary hard-
ware, and software requirements and programming codes used to implement this research
project:

“Predicting Energy Consumption in Commercial Buildings using Property Features
and Machine Learning Algorithms.”

2 System Configuration

To start with any machine learning project, it is necessary to have a system with high
configuration, which will help to carry out the research project smoothly. It is also
necessary to have all the prerequisites installed on the system before starting with the
research project.

2.1 Hardware

Processor: Intel(R) Core (TM) i7-8550U CPU@ 4GHz GPU: Intel UHD Graphics 620,
Radeon (TM) 530; RAM:16GB Storage: 1 TB HDD, SSD: 128 GB; Operating system:
Windows 10, 64-bit.

2.2 Software

1. Microsoft Excel 2016: Used for saving data, data analysis, and to plot explorative
graphs.

2. Jupyter Notebook: Data manipulation, cleansing and pre-processing, feature en-
gineering methods, and execution of machine learning models.

3. Google Colab: The entire project is moved to cloud-based software, which provides
free service and GPU.
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3 Project Development

The development of this project contains numerous steps: data analysis (statistics,
charts), data pre-processing (data preparation by removing columns having more than
20% of missing values, binning data in four categories and handling class imbalance
issue), feature engineering (using dimensionality reduction method i.e., Principal Com-
ponent Analysis (PCA) and feature selection method Analysis of Variance (ANOVA)
and implementation of classification machine learning algorithms. A numerous line of
codes have been written to execute several steps for the analysis: data re-sampling, sav-
ing models, extracting parameters of the confusion matrix, and K10 cross-fold validation
technique. The code developed to execute this research project is shown below, with
explanations provided at essential steps.

3.1 Data Preparation and Preprocessing

The 2012 Commercial Building Energy Consumption Survey (CBECS) dataset was down-
loaded in .csv format from U.S. Energy Information Administration (EIA) website, which
was released in June 2015 and revised in August 20161 .

The first step is to import the necessary libraries required to start with data loading
and data preprocessing steps.

The next step is to import the selected dataset, and the imported dataset is stored
in the data frame known as “data”. The CBECS dataset contains 6,720 rows and 1119
variables, which was gathered from 5.6 million commercial buildings.

Removing missing values from the dataset was one of the most significant decisions
to make, (Robinson et al.; 2017) removed the columns which were having more than 25%
of missing values. This research was tested by removing columns that were having more
than 20% and 30% of missing values, and there wasn’t a sign of the difference in terms
of all the four-evaluation metrics. To avoid the data loss, this research was tested by
removing the columns which were having more than 20% of missing values.

1https://www.eia.gov/consumption/commercial/data/2012/index.php?view=microdata
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Binning the dependent variable “Major Fuel in British Thermal unit” (MFBTU) of the
dataset into four different categories by selecting a different range of energy consumption
value is in Btu’s and storing the new generated categorical data in a new column called
“EC” (Energy Consumption).

Then the number of observations in each category must be checked in order to handle
the class imbalance issue.

Category “low” is having least rows counts amongst all the four categories, so random
down-sampling have been performed on rest of three majority categories which bring
down majority categories to minority category. This method helps to avoid unnecessary
creation and addition of noise data to the primary dataset. In order to handle class
imbalance issues first, the data was shuffled and then stored in four different data frames.
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All four different data frames were concatenated and stored in a single data frame
known as “data.” A graph was plotted with a figure size of 4,4 to check if all the categories
have an equal number of observations.

Categorical values are the hidden text for machine learning algorithms, and it is
necessary to encode the data correctly in advance. Before executing another machine
learning algorithm, it is necessary to encode the data again and store the values in X
and y and then store the data in X train and y train by dividing the dataset into 80% of
training and 20% of testing data.

3.2 Feature Engineering

Two different feature engineering methods have been used in this project, namely, prin-
cipal component analysis (PCA) and analysis of variance (ANOVA).

A “for loop” is written and executed for both principal component analysis and ana-
lysis of variance method from 810 features and reduced the number of elements by 10
for each time the “for loop” runs, and it is re-run till the machine learning algorithm
achieves the best accuracy.
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3.2.1 Principal Component Analysis

A dimensionality reduction method is known as “Principal Component Analysis,” is used
to downscale the variables from a vast dataset. The variable count is reduced to 10 to
test accuracy, precision, recall, and f1 score of classification machine learning algorithms,
and the dataset was divided into 80% of train data and 20% of test data.

“For loop” for Principal Component Analysis Method

3.2.2 Analysis of Variance

Analysis of Variance (ANOVA) helps in choosing the best features from the dataset. A
statistical method used to study the means for various groups which are significantly
different from each other.

“For loop” for Analysis of Variance Method

4 Codes for machine learning models

4.1 Implementation using Principal Component Analysis

A dimensionality reduction method is known as principal component analysis (PCA) that
is used by the researcher (Platon et al.; 2015) to predict the hourly energy consumption
of the institutional building.

4.1.1 Gaussian Naive Bayes

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.
The written “for loop” is executed from 810 features to one feature, and it is found that
Gaussian Näıve Bayes made the best accuracy by using two features.
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Machine learning code for Gaussian Naive Bayes with all four evaluation metrics
namely accuracy, f1score, precision, and recall2. The accuracy of the model is evaluated
using a k10 fold cross-validation accuracy and confusion matrix.

4.1.2 Random Forest Classifier

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.

“for loop” has been run and it is noticed that random forest classifier is providing
best accuracy by considering seven features.

2https://www.datacamp.com/community/tutorials/naive-bayes-scikit-learn
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Machine learning code for Random Forest Classifier with all four evaluation metrics
namely accuracy, f1score, precision, and recall3. The accuracy of the model is evaluated
using a k10 fold cross-validation accuracy and confusion matrix.

4.1.3 Logistic Regression

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.

After the execution of “for loop,” it is noticed that the logistic regression machine
learning model is providing the best accuracy by considering 410 features. And then, the
dataset is divided into 80% for training and 20% for testing.

Machine learning code for Logistic Regression with all four evaluation metrics namely
accuracy, f1score, precision, and recall4. The accuracy of the model is evaluated using a
k10 fold cross-validation accuracy and confusion matrix. As per the result, the logistic
regression model is achieving an accuracy of 69.98%, f1 score, precision, recall accuracy
of 70%, and a K10-fold cross validation accuracy of 66.98%.

3https://towardsdatascience.com/an-implementation-and-explanation-of-the-random-forest-in-
python-77bf308a9b76

4https://towardsdatascience.com/logistic-regression-python-7c451928efee
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4.1.4 K-Nearest Neighbor

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.

“for loop” has been run and it is noticed that random forest classifier is providing
best accuracy by considering 12 features.

Machine learning code for K-Nearest Neighbor with all four evaluation metrics namely
accuracy, f1score, precision, and recall5. The accuracy of the model is evaluated using a
k10-fold crossvalidation accuracy and confusion matrix. As per the result, the K-Nearest
Neighbor model is achieving an accuracy of 97.05%, f1 score, precision, recall accuracy
of 97%, and a ten-fold cross-validation accuracy of 97.41%

5https://stackabuse.com/k-nearest-neighbors-algorithm-in-python-and-scikit-learn/
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4.2 Implementation using Analysis of Variance

A statistical feature selection method that helps to complete the job of choosing the best
features. It Analysis of variance famously known as ANOVA performs F-tet check to
find if any significant diversities are there between the groups. The outcome of ANOVA’s
F-ratio will be near to 1 if there are no significant diversities between the groups than
that means all the variance are equal.

It is recommended to rerun all the steps from loading the dataset till doing label
encoding on the dataset and dividing it into train and test.

4.2.1 Gaussian Naive Bayes

ANOVA code for selecting the best number of features for Gaussian Näıve Bayes.

The “for loop” was executed, and it is found that by considering 420 features Gaussian
Näıve Bayes algorithm is achieving the best accuracy.

Machine learning code for Gaussian Näıve Bayes with accuracy, k10 fold cross-validation
accuracy, confusion matrix, and evaluation metrics6.

6https://www.datacamp.com/community/tutorials/naive-bayes-scikit-learn
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4.2.2 Random Forest Classifier

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.

ANOVA code for selecting the best number of features for Random Forest.

Post-implementation of “for loop,” it is found that the Random forest model is achiev-
ing the best accuracy by considering 350 features. That is why the value of k is equal to
350.

Machine learning code for Random Forest Classifier with all four evaluation metrics
namely accuracy, f1score, precision, and recall7. The accuracy of the model is evaluated
using a k10 fold cross-validation accuracy and confusion matrix.

7https://towardsdatascience.com/an-implementation-and-explanation-of-the-random-forest-in-
python-77bf308a9b76

10



4.2.3 Logistic Regression

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.

ANOVA code for selecting the best number of features for Logistic Regression.

The “for loop” was executed, and it is found that by considering 270 features Logistic
Regression algorithm is achieving the best accuracy.

Machine learning code for Logistic Regression with all four evaluation metrics, namely
accuracy, f1score, precision, and recall8. The accuracy of the model is evaluated using a
k10 fold cross-validation accuracy and confusion matrix. As per the result, the Logistic
Regression model is achieving an accuracy of 79.74%, f1 score, precision, recall accuracy
of 79%,80%, and 80% respectively, and a ten-fold cross-validation accuracy of 79.75%

8https://towardsdatascience.com/logistic-regression-python-7c451928efee
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4.2.4 K-Nearest Neighbor

Before executing the ”for loop,” it is necessary to execute the label encoding step as it will
encode the dataset so that it can be fed to the classification machine learning algorithms.

ANOVA code for selecting the best number of features for K-Nearest Neighbor.

Post-implementation of “for loop,” it is found that the K-Nearest Neighbor model is
achieving the best accuracy by considering 430 features.

Machine learning code for K-Nearest Neighbor with all four evaluation metrics, namely
accuracy, f1score, precision, and recall9. The accuracy of the model is evaluated using a
k10 fold cross-validation accuracy and confusion matrix. As per the result, the K-Nearest
Neighbor model is achieving an accuracy of 97.05%, f1 score, precision, recall accuracy
of 97%, and a ten-fold cross-validation accuracy of 97.41%

9https://stackabuse.com/k-nearest-neighbors-algorithm-in-python-and-scikit-learn/
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