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Configuration Manual

Sonali Pandhure
x18137458

1 Introduction

In this given Configuration Manual all the installations like Windows 10, RStudio, and
machine learning code is enlisted and explained in detailed. Section 1, Section 2 and
Section 3 contains Windows installation, Rstudio installation and Code for all modules
listed respectively.

1.1 Hardware Specification

Name of Device: SONALI

Processor Specification: Intel(R) Core(TM) i3-3217U CPU @ 1.80GHz

RAM Specification: 8.00 GB (7.98 GB Usable)

System type specification: 64-bit operating system, x64-based processor

Windows Edition: Windows 10 Pro The numbers starts at 1 with every call to the
enumerate environment.

1.2 Software Specification

Languages Used: R Language is used to apply Machine learning models on London Stock
Market dataset



2 Windows Installation

2.1 By the use of USB flash driver or DVD install windows 10
Figurel

Upgrading Windows

95%

Figure 1: Windows installation

2.2 Select install now Figure2

aR Windows

(3

Enter your language and other preferences and click "Next” to continue.

rosoh Corporation. Al ights reserved.

Figure 2:



2.3 Enter the product key Figure3

() o Windows Setup

Enter the product key to activate Windows

1t should be on the back of the box that Windows came in or in a message that shows you bought
Windows.

‘The product key loaks ke this: 200006 X0000(- XD0M- 000K KKK

Dashes will be added automatically.

Privacy statement

Figure 3:

2.4 Select accept on the user acceptance license Figure4

Here's the legal stuff

Last updated July 2015
MICROSOFT SOFTWARE LICENSE TERMS.
WINDOWS OPERATING SYSTEM

IF YOU LIVE IN (OR IF YOUR PRINCIPAL PLACE OF BUSINESS IS IN) THE UNITED STATES, PLEASE READ THE BINDING
ARBITRATION CLAUSE AND CLASS ACTION WAIVER IN SECTION 10. IT AFFECTS HOW DISPUTES ARE RESOLVED.

Thank you for choosing Microsoft!

Depending on how you obtained the Windows software, this is a license agreement between (i) you and the device manufactuser or
that distributes the software with your device; or (i) you and M
where your principal place of busine: ted, one of its affiliate: ftware from a retailer. Microsoft
rer for devices d by Mics o) 2 ic i acquired the

our rights and the conditions upon which you may use the Windows
agreement, in ng any supplemental license terms that accomp e software ed terms, becat
import: d togeth hi reement that applies to . You can review linked terms by pasting the (aka.ms/) link into a
browser window

By accepting this agreement or using the software, you agree to all of these terms, and consent to the transmission of certain
information during activation and during your use of the software as per the privacy statement described in Section 3. If you do
not accept and comply with these terms, you may not use the software or its features. You may contact the d manufacturer

aller, or your retailer surcha e softw: i policy n the software or device
refund or credit under that poli U mu with the entire
device on which the software

1.  Overview.

apps developed by Microsoft that pr

Back

Figure 4:



2.5 Either upgradation of file can be done, or custom files can
be installed based on the preferences Figure4

& o Vindows sewp

Which type of installation do you want?

Upgrade: Install Windows and keep files, settings, and applications

1 Collecting information 2 Installing Windows

Figure 5:

2.6 Select windows 10 and formatting drive Figure5

& o Windows setup
Where do you want to install Windows?

Name Total size Free space | Type

= Drive 0 Unallocated Space. 60.0 GB 600 GB

2 Installing Windows

Figure 6:



2.7 Wait for the installation Figure6

¢y Windows Setup

Installing Windows

Status

Getting files ready for installation (0%)

Figure 7:

2.8 Select the browser options Figure7

Get going fast

Change these at any time. Select Use Express settings to:

Personalize your speech, typing, and inking input by sending contacts and calendar details, along
with other associated input data to Microsoft. Let Microsoft use that info to improve the suggestion
and recognition platforms.

Let Windows and apps request your location, including location history, and use your advertising 1D
to personalize your experiences. Send Microsoft and trusted partners some location data to improve
location services.

Help protect you from malicious web content and use page prediction to improve reading, speed up
browsing, and make your overall experience better in Windows browsers. Your browsing data will be
sent to Microsoft.

Automatically connect to suggested open hotspots and shared networks. Not all networks
secure.

Send error and diaanostic information to Microsoft.

Use Express settings

Figure 8:



2.9 Customize the calendar and inputs Figure8

Customize setting

Personalization

Personalize your speech, typing, and inking input by sending contacts and calendar details, a
with other associated input data to Microsoft.

On [ |

Send typing and inking data to Microsoft to improve the recognition and suggestion platform.

On l

Let apps use your ad
On

Location

Let Windows and eque ur location, including tion histery, and send Microsoft and
trusted partners e location data to improve location services.

on | |

Figure 9:

2.10 Select the browser data and data connectivity options Fig-
ure9

Customize settings

Browser and protection

Use SmartScreen online services to help protect against malicious content and downloads in sites
loaded by Windows br Store apps.

On [ |

Use page prediction to improve reading, speed up browsing, and make your overall experience
better in Windows browsers. Your browsing data will be sent to Microsoft.

On [ |

Connectivity and error reporting
Automatically connect to suggested open hotspots. Not all networks are secure.

On |

Automatically connect to netwol ared by your con
On

Send error and diagnostic information to Microsoft.

On I

O

Figure 10:



2.11 Assign ID of the PC owner FigurelO

Who owns this PC?

This choice is important, and it isn't easy to switch later. If this PC belongs to your organization,
signing in with that ID will give you access to their resources.

=3 My organization
QY 140

Figure 11:

3 RStudio Installation

Step by step RStudio installation is listed by the following steps,

3.1 Launch Firefox or Chrome to install RStudio Figurel2

Download and Install R

Precompiled binary distributions of the base system and contributed packages. Windows and Mac users most likely want one of
these versions of R

* Download R for Linux
» Download R for (Mac) OS X
» Download R for Windows

R 1s part of many Linux distributions. you should check with your Linux package management system in addition to the link
above.

Source Code for all Platforms

Windows and Mac users most likely want to download the precompiled binaries listed in the upper box, not the source code. The
sources have to be compiled before vou can use them. If vou do not know what this means, vou probably do not want to do it!

» The latest release (2019-07-05, Action of the Toes) R-3.6.1 tar gz, read what's new in the latest version.

» Sources of R alpha and beta releases (daily snapshots. created only in time periods before a planned release).

» Daily snapshots of current patched and development versions are available here. Please read about new features and bug
fixes before filing corresponding feature requests or bug reports

» Source code of older versions of R is available here.

» Contributed extension packages

Questions About R

» If vou have questions about R like how to download and install the software. or what the license terms are_ please read our
answers to frequently asked questions before vou send an email.

Figure 12:



3.2 Type install RStudio and follow the given link Figurel3

All Installers

Linux usars may need to import RStudio's public cade-signing key pricr ta installatian, depanding on the apersting system’s security policy.
REtudia 1.2 requires s £4-bit operating rve of REtudin.

0s Download Size SHA-256

Windaws 10787 2 2 s

marDET 040+ di-4 m

Ubumty 14/0abisn & o5 b

Ubumtu 15 sne

Ubuntu 18/Debisn 10 cens

Fadors 85 Fed Hat 7

Fadors 28 Fed Hat

Cabisns

SLET/DpanZiUsEaz

F B Bk Bk O

Opan3UsS 13

Figure 13:

[

3.3 Once it get installed, console window will promptFigurel5

Rtudio - X
Fle Edit Code View Plots Session Build Debug Profile Tools Help
o -mla-la Go to file/function ~ Adains ~ R project: (None) ~
Source [=]=] =0

Console  Terminal - Jobs == =

basebd.. Tools for baseb4 encoding  0.1-

Figure 14:

thttps:/ /cran.r-project.org/



3.4 Section which are highlighted will let you to install R pack-
age’s. It includes libraries which are required for coding
and to apply models on datasetFigurel6

Figure 15:

3.5 Once clicking on install you can install any package by en-
tering required package name Figurel7

Fle Edit Code View Plots Session Build Debug Profile Tools Help
5 to fefunc Iy

indibrary/3.6 [Defaul]

Figure 16:



3.6 Once package get installed it will show the following steps
on console window, shown in Figurel8

Rstudio

file Edt Code View Plots Session Build Debug Profile Tools Help
. e - hgsns -

Souree

Console | Taminal ot

1led. Please download and fnstall the appropriate version of Rt

package ‘dolyr’ successfully unpacked and 1DS sums checked
Warning n nstall.packages
cannot renove prior installation of package ‘dplyr’

The dounloaded binary packages are in
Users\SoNA\ ApsData) Local\Tenp\REmpAFVGSQ) donnloaded_packages

R version 3.6,

04-26)
ingus2/xss (64-bit)
ndows 10 xe4 (ouild 17763)
Matrix products: default

Rangon number generation:
aNG: | Mersenne-Tiister

_coL, 11sh_United States.1252 LC_CTYPE=English_united States.is2
3] LCNONETARY=Eng1ish_United States. 1252 LC_MMERICC
« ng1sh_United states

attacned base packages:
[i]'stats  grapmics groevices urils  datasets methods base
other atcached packages:

[1] ROR 107 gplots 3.0.1.1

Toaded via 2 nanespace (and not atcached,
[1] comiler3.6.0  Mecrix: <0015.3.6.0 Kernsnooth_2.23-15 gdata_2.18.0
[s] grigs. €0 catoons. bitops_i. grools 3801 Tattice 0.20-38

>

Emiconment | History | Comnectons
© e

Figure 17:

4 Machine Learning algorithm Code of all Applied

Models on Stock Market Data

Step by step machine learning code pictures are explained and enlisted below,

4.1 ARIMA Time series model is enlisted below, Figurel9

Tibrary(ggelet2)
Tibrary(forecast
library(tseries.
str(nendatas)

stockincome_ts <- ts(steck[, c('stockincome’)]

stocksclean_stockincome <- tsclean(stockincome_ts)

goplot() + geom_Tine(data = stock, aes(x = date, y = clean stockincame)) + ylab('Cleaned stock')

plot

arima

dput(head(mydata))
mydatamarketcapitalIncome. . mi1lion.u
mydataMarketcCapitalIncome. . mi1lion.3

na(mydatasvarketcapitalIncome. .million. , order=30)
ma(mydatasMarketCapitalIncome. .million. , order=30)

gagplot
geom_line(dat.
geor_line(dat
geom_line(dat
ylab('stock')

aes(x

mydataiMarketCapitalIncome. .m1lion.M

Year, y
mydatasvear, ¥

aes(x

geThd ()
setwd("D: /NCL/RIC/new research papers/new topic dataset/Datasets/Data")

data <- read.csv("nendatas. csv')
View(mydata)

data_1 Ts(na.omit(mydatasmarke
stockpred = stl(mydata_l, s.windo
stock_market <~ seasad](stockpred
plot(stockpred)

apitalincome..million.), frequency=s0)
periodic™)

station

|
sAUTocorrel
Acf(mydata 1, mail
Pacf(mydata_1, main

mydata_dl = diff(stock_market, differences = ©
plot(mydata_d1)
=df.test(mydata_d1, alternative =

tavionary”

Acf(mydata_di, main='ACF for Differenced Series’
Pacf (mydata 1, main-'FACF for Differenced Series')

ggplot(newdatag, aes(date, stockincome)) + geom line() = scale date('days') + ylab('Stock') = xlab(""

using the clean count with
or 5 days

tliers

r'= “Monthly Moving Average™)) +
mydatasMarketCapitalIncome..million.3, colour = "2 Months Moving Average’)) +

Figure 18:
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4.2 How ARIMA function works is shown below in Figure20

#stationary
a3df. test(mydata_1, alternative = "stationary™)
#autocorrelation and -|jdz'\

Acf (mydata_1, mai
Pact(mydata_1, main=

mydata_dl = diff(stock_market, differences = 1)
plat(mydata_d1)
a0f. TesT(mydatadi, alternative = “stationary’)

Acf(mydata_d1, mai F for Differenced Series’
Fact(mydata_dl, main= AcE Tor Dfrerenced series )
#FiTring ARTMA model
auto.arima(stock_market, seasonal=FALSE

#Evaluate

arima(stock_market, seasonal=FaLs
tsdisplay (residuals(F10), 1ag.max-200, main—" (1,1,1) Mode] Residuals’)

fit2 = arima(stock_market, order=c(1,

1,7))

tsdisplay(residuals(fit2), lag.max=200, mai

*Monthly stock Model Residuals')

#Forecast
Feast < forecast(fitz,
plot(fcast)

Fast

hold <- window(ts(stock_market), start=0.1)

Tit_no_holdout = arimalts(stock_market), order=c(1,1,

feast_no_holdout <~ forecast(fit_no_holdout,

plot(feast.no_holdout, main=" ")
Tines(ts (stock_market

Fitw_seasonality = auto.arima(stock_market, seasonal=TRUE)
Fit_w_seasonality

monthly_stocks <- forecast(Fit_w_seasonality,
plot(monthly_stocks)

=300

Figure 19:

4.3 Logistic regression code for year 2010 to 2019 is listed below
and shown in Figure2l

#7LOD
getwd ()
setwd("D: /NCI/RIC/new research papers/new topic dataset/Datasets/Data")
newdataz0is <- read.csv("nendatas.csv')

Vi gw(nendatazo1s)

mylogistic - newdatazo1s

str(mylogistic)

mylogisticsx «- as.factor (mylogisticix)

mylogisTicsiist.Date <- as.mumeric(mylogisticiList.Date)

mylogisticscompany «- as.numericimylogisticscompany)

mylogisticssector <- as.numeric(mylogisticsSector

mylogisticsx «- as.factor (mylogisticix)

mylegtszicscountry. of . Incorparation < as.nuneric(mylogisticicountry. of. Incorperazion)
mylogisticsmarker - as.numeric(mylogisticivarket

mylogisticsMarketCapitalIncome, .mi11i0n, < as.numeric(mylogisticiMarketCapitalIncome. .millian.)
mylogisticivear < as.rumeric(mylogisticsvear)

mylogisTicssub.Sector <- as.numericmylogisTicssub.sector)

xtabs(~X + Company, data = mylogistic)|

set.seed(1234)
ind < sanolecz, nrou(mylogistic), replacesr, prob = c(0.8, 0.2))
train < mylogistic[ind==1,]

test <- mylogistic[in

2,1

mymodel <~ gim(x ~ Sub.Sector + Year + marketcapitalIncome..million. + market + Country.of.Incorporation
+ Sector + Company + List.Date , data=train, family="binomial’
summar y (mymode)

p1 < predict(mymodel, train, type= ‘response’)
nead(p1)

nead(train)

1

predi < ifelse(p1:0.5,1,0)

predi

Tabl <- tablelpredicted = predl, Actual = trainsx)
Tabl

sum(diag(tabl))/sum(tabl)
1-sUm(diag tabi) )/ sum tabl)

table(mylogisticsx

B2 o predict(mmodel, test, type = ‘response’)
predz <- ifelse(p2-0.5, 1,

bz < rable(prei cted = predz, Actual = testsn)

= -sum(diag(tab2))/sum(tab2)

Figure 20:
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4.4 How Logistic Regression function works for data from year
2010 to 2019 is shown below in Figure22

predl < ifelse(pl»0.5,1,0)
predi
tabl <- tablelpredicted = predi, Actual = trainsx)
Tab1

un(tabl)
) /sum(tab1)

Tabledmylogistice)
p2 « predict(mymodel, test, type = 'response’

predz <- ifelse(pz-0.5, 1, 0)

Tabz <- table(Predicted = predz, Actual = TeSTIX)

abz

1-sum(diag(tab2)) /sum(tab2)

with(mymodel, pchisg(null.deviance - deviance, df.null-df.residual, lower.tail = £))
Tibrary(gplots)

Tibrary(ROCR)

head(p2)

predd <= predict(mymodel, mylogistic, type = “response”)
nead(mylogistic

histogram(preds

predd «- prediction(pred4, mylogisticsX

eval <~ performance(pred¢, "acc’)

ax

acc <- slot(eval, "y.v.
c

cut <- slot(eval,
ut

c
print(c(Accuracy=acc, Cutoff = cut))

Figure 21:

4.5 Logistic regression code for Brexit Discussion Month Octo-
ber 2019 is listed below in Figure23

table(mylogistics)
predictimymodel, test, type = 'response’

- ifelse(pz-0.5, 1, 0)

- tablePredicted = predz, Actual = testix)

L-sum(diag(taba))/sun(tabz)
with(mymodel, pchisq(null.deviance - deviance, df.null-df.residual, lower.tail = 7))
ary(gplots)

ary (ROCR)

head(pz)

ored4 < predictimymodel, mylogistic, type = "response’)
nead(mylogistic

histogram(preds

predd <- prediction(preds, mylogisticsx

eval < performance(preds, "acc”)

plotieval

anli
max

max
acc <- slot(eval, ™
ace

cut < slot(eval, ™

cut
printiciaccuracy=acc, cuteff = cutd)

Figure 22:
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4.6

4.7

Random forest model and how it function’s is enlisted below

and shown in Figure24

mynewdata <- mydata

ST mynedata)
mynewdata <- na.omit(mynedata)

mynewdatasList.Date <- as.numeric(mnewdataslist.Date)

mynewdatascompany <- as.numeric(mynewdatasCompany)

mynewdatassector < as.numeric(mynewdatassector)

mynewdatasx < as.factor (mynewdatasx)

mynewdatasCountry.of . Incorporation <- as.numeric(mynewdatasCountry. of . Incorparation)
mynewdataMarket <- as,numeric(mymendatasMarket)
mynewdataswarketcapitalIncome. .million. < as.numeric(mynewdatasmarketcapitalIncame. .million.)
mynewdatasvear < as.numeric(mynewdatasvear)

mynewdatassub. Sector <- as.numeric(mynewdataisud. Sector)

Tiorary(caret)

129623)

na.omit (mynewdata)

set.sead(100)
train < sample(nrow(mynendata), 0.7*nrow(mynendata), replace
Trainset <- mynewdatatrain,]

validsetr <- mynewdatal[-train,]

summary (Trainset)

summary (validset)

#sanple <- CreatedataPartition(mynewd 5, list =
#train < mynewdata[sample,

#test < mynewdata[-sample, ]

#names (mynewda &, names (mynewdata)

head (mynendata)

T1rary (randomForest)

model1 <~ randomForest(x ~ ., data = Trainset, importance = TRUE)

model1
# 1 = randonForest{mynendatasx~., data=train)
varImprlot(models)

library(e1071)
confusiorMatrix(predict(modell,ValidSet), validsetsx)

Figure 23:

Naive Bayes model and its implementation is

in Figure24

listed below

#creating training and testing sets
ind <- sample(2, nrow(data), replace =T, prob = c(0.8, 0.2))
train_nb < datali

test_nb «<- data[ind
summary(train_nb)
names (Train_nb)
str(train_nb)
typeot (train_nb)

#Naive bayes models
model_nav_<- naive bayes(X-., data = train_ni}
head(model_nav)

1_n <- predict(model_nav, train_ni)
head(cbind(pin, train_nb))

(tabl_n <~ table(pl_n, train_nbsx))

- sum(diag{tabl_n)) / sum(tabl_n)

ps <~ predict(model_nav, train_nb, type= "response’
pE <- predict(model_nav, train_nb = AbsTest, Type="pi
head(p1)

#pz
p2_n <~ predict(mode]_nav, test_nb)
(tabz <- table(pz_n, test_nbsx))

1- sum(diag(tab2)) / sum(tabz)

#confu x
mAt <- confusionMatrix(pin, Train_nbsx)
mat

#checking accuracy, precison, recall

(accuracy < sum(diag(mat)) / sum(mat))
accuracy

(precision <- diag(mat) / rowsums(mat))
precision

(recall <~ diag(mat) / colsums(mat))
recall

#AUC/ROC

n < ROCR::plot(X ~ pLn, data = train_nb)
Fplot(n)

#sensitivi specificity, F1 score
sensitivim abl n)

speciticity(tabi_n)

posPredvalue(tabl_n)

negfredvalus tabi_n)

Figure 24:
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4.8 Multiple Regression model and how it function’s shown be-
low in Figure24

#Residual Standard Error (RSE), or sigma
sigma(model) /mean(newsTocksMarketCapital Income. . mi1Tion.
1

Figure 25:
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