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Configuration Manual 
 

Sushant Parte 

Student ID: X18137440 
 
 

1 Introduction 
 

The configuration manual demonstrates the software and hardware requirements to 

implement the research project, which includes screenshots to show the step wise 

implementation of the procedure for the research “Prediction of Hosting Animal center 

outcome based on supervised machine learning models”. The aim of the research is to 

classify and predict different outcomes for Austin Animal shelter which is one of the biggest 

and largest no kill shelter in the world. For building the machine learning model we 

implemented 4 different classification model such as Logistic regression, XGboost, Random 

Forest and Neural Network. 

 

2 System Specification 
 

The purpose of this section is to have knowledge about the different hardware and software 

specification required to build the project- 

 

2.1 Hardware specification: 

 
The Research was performed on local computer system having configuration as- 

1. Processor- Intel ® core ™ i5-8250U 

2. RAM- 8 GB 

3. Operating System- 64-bit Windows 10 OS 

4. Hard-disk space – 500 GB 

 

2.2 Software specification- 

 
1. R – The research project is entirely implemented using the R programming Language. 

Each of the activities namely Data cleaning, Feature Engineering, model 

implementation, evaluation of models and building of heat maps for confusion matrix 

is performed using R. To replicate the research work we need to install R from 

“https://cran.r-project.org/bin/windows/base/” and to run the r code we need an open 

source platform which is provided by R studio which can be downloaded from 

https://rstudio.com/products/rstudio/download/ 

2. Microsoft Excel is used to derive basic visualizations and accessing the Raw data in 

the .csv format 

https://cran.r-project.org/bin/windows/base/
https://rstudio.com/products/rstudio/download/
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3. Version  used- The implemented project uses R- 3.5.2 Eggshell Igloo and RStudio- 

1.2.5019 

 

3. Stepwise implementation guide 

 
1. Download the Required Software to run R. 

2. Install the R 3.5.2 

3. Installing Required Packages to run the code  

4. Set the appropriate Working Directory path. 

5. Execute the code and derive the results as mentioned in later section. 

 

4. Data preparation 
 

This Section consists of process to convert the raw data into monitoring data using different 

vectorization approaches. 

 
4.1 Importing packages and libraries- 

 
This section includes the libraries and packages used to derive results and  clean data and 

evaluate the results1. 

 

 
 

 
1 https://cran.r-project.org/web/packages/available_packages_by_name.html 

https://cran.r-project.org/web/packages/available_packages_by_name.html
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1. VIM – Visualization and imputing missing value is package used to exploring data 

and visualizing missing values. 

2. Tidyverse – This package is set of packages which work in harmony because they 

share common data representation. 

3. Mice – This package implements different method to deal with missing data which 

creates multiple imputation for missing data. 

4. Lubridate– This package is used to deal with date and time in easier format. 

5. Wesanderson – This package is used for color palettes from Wes Anderson movies. 

6. Caret – Classification and regression training package is a set of function used for 

creating predictive models. 

7. randomForest – Implements random forest algorithm. 

8. Xgboost – Implements xgboost algorithm. 

9. MLmetrics – This package includes a collection of evaluation metrices. 

10. Glmnet – This package is extremely important for fitting regression models. 

 

4.2  Data cleaning and feature engineering- 
 

1. Setting up functions- 

 

I. Convert to days- The function created helps in conversion of age to days2. 

 

 

 
 

II. Convert to period- the function created helps in conversion of time to period. 

 
 

 
 
2 https://swcarpentry.github.io/r-novice-inflammation/02-func-R/ 

https://swcarpentry.github.io/r-novice-inflammation/02-func-R/
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III. Convert to color- the function helps in conversion  of mix and shades of color to 

basic colors. 

 
 
 

IV. Convert color to variable-  the function helps in conversion of colors correctly 

predicted to variable. 

 
 

2. Feature engineering – 

 

The process of feature engineering helps in creating the monitoring data to fit the model and 

derive results for the same. This process is vectorized with creation of new predictive 

variables  and to separate certain columns with multi categorical values3. 
 

 

 
 
3 https://www.kaggle.com/haynakozo/r-feature-engineering-binning 

https://www.kaggle.com/haynakozo/r-feature-engineering-binning
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The above figure shows the process of cleaning the columns having multiple names and no 

name, separating the colounns sexupon outcome and cleaning date and time with sepating 

each of the cell in excel file as new predictive variables. 
 
 

 
 

In the above figure of the R code implemented we clean the different columns as 

ageuponoutcome by creating new predictive column. The color column having multiple 

colors were changed to different basic colors. 
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5. Splitting of data and K-fold cross validation- 

 
The below figure shows the implementation of K- fold cross validation using the holdout 

approach to split the data into training and testing sets4. 

 

 
 

6. Implementation of logistic regression- 

 
The below code is used to implement the logistic regression model using the glmnet function 

we evaluated the model using the log loss metrics with building the confusion matrix for 

predicting the values5.  
 

 
 
 
 

 
 

 
4 https://rdrr.io/cran/DiceEval/man/crossValidation.html 
5 https://www.r-bloggers.com/how-to-perform-a-logistic-regression-in-r/ 

https://rdrr.io/cran/DiceEval/man/crossValidation.html
https://www.r-bloggers.com/how-to-perform-a-logistic-regression-in-r/
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The above figure is an output for logistic model implemneted with calculated accuracy for the 

model and kappa score. 
 

 

7. Implementation of Neural Network- 

 
The below figure shows the process of implementing Neural Network model to classify the 

data of Austin Animal center and predict the values for the data by building confusion 

matrix6. 

 
 

 

 

 
 
 
 

 
 

 

 

The above figure shows the output obtained for Neural Network model with accuracy as 

factor to determine the performance of model. 

 

 
 
6 https://www.rdocumentation.org/packages/caret/versions/4.47/topics/train 

https://www.rdocumentation.org/packages/caret/versions/4.47/topics/train
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8. Implementation of Random Forest- 

 
The below figure shows the implementation of Random forest model with the predict 

function to predict the outcome and build the confusion matrix. 
 

 
 
 

 
 
 

The above image shows the output generated after fitting the random forest model with 

certain accuracy gained to determine the performance of the model. 

 
 

9. Implementation of XGboost- 

 
The below figure shows the process to build the Xgboost model to derive classification 

results and predict the values for outcome using confusion matrix7. 
 

 
 

 
 
7 https://www.analyticsvidhya.com/blog/2016/01/xgboost-algorithm-easy-steps/ 

https://www.analyticsvidhya.com/blog/2016/01/xgboost-algorithm-easy-steps/
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The above figure shows the output generated for XGboost algorithm to derive classification 

results and performance of Xgboost with accuracy as factor. 
 
 

10.    Building color pallet- 
 

The color pallet was generated to store confusion matrix for each algorithm in matrix format 

to derive confusion matrix in form of heat map. 
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11.    Heat map for confusion matrix- 

 
The Generated confusion matrix were converted to heat maps with colors showing different 

shades for the large and low values to define the results properly to evaluate the results and 

understand the classification sone by the algorithms8. 

 
 

 

 

 
 

12.    Conclusion- 
 

The configuration manual proposes the actual implementation of proposed project in 

Rprogramming language. The implementation, claning and evaluation process are been 

implemented in given figures above which can be used to develop a machine learning project. 

 
 
8 http://sebastianraschka.com/Articles/heatmaps_in_r.html 

http://sebastianraschka.com/Articles/heatmaps_in_r.html

