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Abstract

The hospitality industry is the most blooming industries in today’s date. Around
710 million international tourist arrivals were recorded in the European Union in
the year 2008 and the number is predicted to increase greatly in the coming years.
Tourism contributes to hospitality opportunities and that serves as a great business
for hotel owners. The internet revolution has only made it better for them as it is a
platform used by millions of people to express their experience and opinions about
a service. These thoughts put forth by the users of the internet serves as a medium
to textual data generation, which is helpful to analyse the needs and shortcomings
of a business. In this project an aspect based sentiment analysis approach is used
to classify user reviews as positive or negative and Machine learning classification
models such as Näıve Bayes, Support Vector Machine, Logistic Regression , Ran-
dom Forest and Decision Tree are used. Näıve Bayes was seen to outperform every
algorithm used with a high accuracy of 84.55%. This project would benefit the
hospitality industry in a way by knowing what their customers felt towards the
services they offered. What remains unsolved is the approach of topic modelling on
this particular dataset.

1 Introduction

The Gross Domestic Product (GDP) of Ireland is $357 billion, and the Gross National
Income (GNI) is $300 billion. Tourism contributes to about 2.3% of the GDP and close
to 4% of the GNI. The number of tourists visiting Ireland is growing at a rate of over 2%
per year, over the past 8 years, and this growth in number is expected to continue till the
year 2025. Currently, there are 820 registered hotels (58,757 rooms) in Ireland, with 33%
of rooms located in Dublin. The Dublin market saw an increase of 1,100 new bedrooms
(5.7% new rooms added) in 2018, which is the highest percentage increase in rooms since
the last 10 years. According to the latest reports, based on the current growth rate,
there is a need to construct at least 11,000 additional rooms to accommodate tourists, by
2022. There is a huge growth potential to be exploited in this sector and make tourism
an industry which can be a significant contributor to the economy. Ireland has the 5th

highest per capita GDP, which means that the people in Ireland have a higher disposable
income (above $25,000), which could be a blessing for the services industry.
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The travel platforms available online encourages the service users to help share their
thoughts, experience and opinions about the hotels or travel destinations , leading to
creation of a large user generated review dataset , says Dundar et al. (2016). At the
same time, this information is being consumed by new travellers and tourists to get
information about those specific destinations, says Sigala (2009). Hence, this user gen-
erated content serves as an electronic Word Of Mouth (eWOM) . This eWOM can be
used as an important source of information regarding customer satisfaction with differ-
ent components of the hospitality services, stated by Chanwisitkul et al. (2018). This
research project attempted to summarize and analyze an internal hotel data set using
aspect based sentiment analysis and Natural Language processing for qualitative data.
Using hotel attributes, this study gives binary sentiment classification of reviews such as
positive and negative. Using Hirokawa and Hashimoto (2018) recommended future work
, they proposed to implement sentiment analysis data with Näıve Bayes , Random Forest
and Decision Trees . Based on Saito and Klyuev (2019) Näıve Bayes was used to check
if it really out-performs the other algortihms and it was actually found to yield better
results than others, with an accuracy of 84.55% .

The stake holders benefiting by this project are the people linked with the hospitality and
tourism industry. The internet revolution has brought about a new way of expressing an
individual’s opinion as per Ghorpade and Ragha (2012) . Currently, the most common
method that tourists make decisions on selecting their preferred hotels is a data analysis
from online reviews of experienced tourists to support the decision Kitwatthanathawon
et al. (2012). 4.48 billion people worldwide are active internet users, which comprises
of 58% of the global population as per1 .This is one of the major reasons why it felt
necessary to examine and perform analysis on the quantitative and qualitative data of
such kind.

1.1 Research Question

RQ: “To what extent can aspect based sentiment analysis of European hotels’ review using
Natural Language Processing (NLP) approach and machine learning methodologies (Sup-
port Vector Machine (SVM), Logistic Regression, Näıve Bayes, Random Forest, Decision
Tree) be used to predict customer satisfaction to improve the service delivery?”

1.2 Objectives and Contributions

Objective 1 Involves investigation and review of literature of hotel reviews research
projects from 2009-2019.

Objective 2 Perform aspect based sentiment analysis of hotel reviews using Natural
Language Processing (NLP).

Objective 3 Implementation, Evaluation and Results of classification models.

Obj 3.1 Implementation, Evaluation and Results of Näıve Bayes Classifier.

Obj 3.2 Implementation, Evaluation and Results of Random Forest Algorithm.

Obj 3.3 Implementation, Evaluation and Results of Logistic Regression.

Obj 3.4 Implementation, Evaluation and Results of Support Vector Machine (SVM).

1https://www.statista.com/statistics/617136/digital-population-worldwide/
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Obj 3.5 Implementation of Decision Tree.

Contributions: The major contribution is to classify customer sentiments for satisfac-
tion prediction and to find the hotel rankings based on the score.

The roadmap to the rest of the report is as follows : Section 2 presents Literature Review,
Section 3 presents Scientific Methodology, Data Pre-processing and Architectural design,
Section 4 discusses about the implementation, evaluation and results of this project and
Section 5 states the final conclusion of this project with its recommended future work.

2 Related Work

The internet revolution has brought about a new way of expressing an individual’s opin-
ion Ghorpade and Ragha (2012). Currently, the most common method that tourists
make decisions on selecting their preferred hotels is a data analysis from online reviews
of experienced tourists to support the decision Kitwatthanathawon et al. (2012). 4.48
billion people worldwide are active internet users, which comprises of 58% of the global
population as per2. These users play the role of data generation by uploading their opin-
ions and reviews about services they have used or are yet to use. In order to analyse
this content, which is classified as the one having negative polarity and the rest having
positive polarity, it is necessary to use latest techniques and methods in order to achieve
this task. Aspect based sentiment analysis is one way of classifying the text on the basis
of positivity or negativity. To support the technique of feature extraction done using
aspect bassed analysis, a critical and brief overview of related works in this field is done
below, wherein section 2.1 is about the research documents that were used as a road map
in achieving this project, Section 2.2 is dedicated to various literature that performed
similar methods to gain the results related to Hotel Reviews Analysis and section 2.3
is about various models that can be used and are used in machine learning when using
Textual data.

2.1 A Review Of Methodologies Used By Other Researchers,
Used For This Project

Chauhan et al. (2017) performed sentiment analysis and polarity computation along
with spam detection on product reviews. Unlike other researchers, who used the existent
ratings to solve the problem, the author proposed to generate a sentiment score based on
the reviews and then map it and compare them with the posted ratings. The sentiment
score was obtained using the following Sentiment Score(r) = (F)* (W) / L. This technique
is used in the performed research, to find the polarity of each sentence based on the
aspects. According to Dundar et al. (2016) ’s study, sentences were quantified using
fuzzy quantification , to create a brief summary of a given review. From the extracted
reviews, in order to extract opinion expressions, opinion mining was used. Opinion mining
helped to extract categorical emotions such as positive, negative and neutral. A similar
approach was used in this research project, wherein the outcomes look similar to the
cited paper. Hirokawa et al. (2012) proposed a solution to extract hints and advice from
reviews given by guests on their hotel stays, in order to improve the management of that

2https://www.statista.com/statistics/617136/digital-population-worldwide/
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specific hotel by taking into consideration the featured words from the reviews. This
study was solely based on graphical and visual representation. Similar representations
is used in this project.Kitwatthanathawon et al. (2012) The fuzzy logic based method
used for calculating the satisfaction level of tourists/guests yields an accuracy of 88.91%,
at the same time the method of calculating the satisfaction level achieved 0.366 MAE
and 0.464 RMSE. This project also uses the Ontology framework and the identified gap
is that this project can only extract information using a sentence-by-sentence approach
and cannot support complex sentences like “Some of the rooms smelled like fire and we
even had some bugs that joined us in the morning for a shower. Probably I got home with
some kind of disease.”

Shi and Li (2011) proposed a supervised machine learning approach with the uni-gram
feature to find the polarity of the reviews. The uni-gram feature was used with two
types of information, namely Frequency and TF-IDF (term frequency–inverse document
frequency). The results of this experiment show that TF-IDF was more effective than
frequency, with TF-IDF having the precision of 85.2% and frequency having a precision
of 84.5%. The TF-IDF feature is a weight often used in information retrieval and text
mining. This weight is a statistical measure used to evaluate how important a word is
to a document in a collection. The author believed SVM outperformed NaÏve Bayes on
the basis of the related work that they studied as it was highly effective at categorizing
traditional text. Recall, Precision and F-score were used as evaluation metrics for text
categorization. The proposed future work is to implement Natural Language Processing
(NLP) techniques to improve the performance of sentiment analysis , which will be in-
corporated in the present study. Zhang and Yu (2017) adopted a method to perform
sentiment analysis of hotel reviews using Word vector clustering. K-means clustering
algorithm and Word2Vec tool was implemented for this task. As K-means clustering was
found to be sensitive to initial clusters, they chose Word2Vec and ISODATA clustering al-
gorithm so as to improve the accuracy of text sentiment classification. As Bag-Of-Words
and TF-IDF have high dimensionality and high sparseness of feature vector, the technique
of Word2Vec was used and LinearSVC classifier was used for sentiment classification and
it was found to outperform the above mentioned traditional methods. Finally, eXtreme
Gradient Boosting (XGBoost) classifier was used to classify the reviews. XGBoost is
faster and more accurate as compared to other boosting tree models. Evaluation met-
rics used were AUC and accuracy. on applying the combinational method of Word2Vec,
ISODATA and XGBoost , the accuracy was observed to increase by 0.25% and ISODATA
proved to avoid uncertainty of the results.

The approach used in Ghorpade and Ragha (2012) attempts to eradicate the drawbacks
of all the other commonly used techniques, which is loss of text information. This ap-
proach will be used as a future work recommendation of this research project. Of the two
approaches for sentiment analysis, the author used Semantic Orientation method. JAPE
mathematical technique was used to pre-process various words in a given review/sentence.
This, with machine learning gave the classification of such reviews as positive and neg-
ative. Future work suggests application of Support Vector Machine algorithm for classi-
fication.They also used the Ontology learning framework, which will be a task of future
work in this research project. This state of art Chin (2009) used the Delphi Method to
obtain customer opinions. The PZB is a model used for service quality concept , which
is used to find out the reason why the service fails to meet the customer’s expectation.
The future recommendation suggests updating the equipments as per user expectations
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and getting an in-depth detailed information for the proprietors to enhance the service
quality and to restrain the existing clients.This project uses Aspect Based Sentiment
Analysis Omurca and Ekinci (2018) to the user generated reviews and combines it with
implicit aspect extraction. A graph based Laplace smoothing is carried out to extract
such implicit aspects from the reviews , and the outcomes of this technique are evaluated
using F-measure. The evaluation value for F-measure was found to be 0.77 and yielded
good results.

2.2 Most Frequently Used Approaches Towards This Topic

Saito and Klyuev (2019) Näıve Bayes is a Generative model used for classification. The
author used Näıve Bayes to classify user reviews at sentence level and review level on the
basis of positive and negative polarity. The author states that Näıve Bayes outperforms
as compared to Support Vector Machine (SVM), K-Nearest Neighbour (KNN) as it uses
näıve assumption of independency and gives better results for large size of vocabulary
when the class and length of the document are assumed to be independent. This is one
reason for choosing Näıve Bayes algorithm for classification. Recommended Future Work:
The author proposes to combine opinion mining techniques with collaborative filtering
to generate a user-oriented recommendation system, as his future work.Hirokawa and
Hashimoto (2018) The author used machine learning approach with SVM and feature
selection technique to predict the polarity of any given reviews. Sentiment analysis was
done on the dataset having reviews and the prediction performance , that is the F-measure
was obtained to be 74% for reviews with positive polarity , whereas only an average of 27%
was obtained for negative reviews, which proves that such negative reviews are difficult
and hard to predict,making it a gap in this research.Recommended future work : They
have proposed to analyse the similar problem using Random Forest, Näıve Bayes and
Decision Tree as a future work.

Suzuki et al. (2013) amended a technique of Natural Language Processing (NLP) on
hotel reviews. This technique was used to analyse the word-of-mouth communication
and to identify the co-occurrence of words. An automated NLP system was used for
this purpose, which saved time and cost of gathering data , which was otherwise done
manually. The results and outcomes were plotted on a three- axis grid on the basis
of services provided by the respective hotels and a comparison and visualization was
presented. They also used user ethnicity as a factor influencing the satisfaction ratio.
Agarwal et al. (2018) implemented an automated system that could extract the aspect
based terms from the textual feedback given by users and perform aspect based sentiment
analysis to it. Word2Vec was used to get vector of synonyms of given words, so that
they come under the same aspect as their delivered meaning. The vector of similar
words was clustered together using K-means. To extract relative terms from a corpus,
Stanford dependency parser was used, which returned Amod, Advmod and COP to
indicate whether the words were positive, negative or neutral.Chanwisitkul et al. (2018)
This study helps find the reason behind the given rating on Hotels by using the textual
reviews. Text Mining is used as a technique to analyse and understand the reviews and
Topic modelling is used to segregate aspects from the whole set of text. Text mining
is used to find patterns and to explore relationships between the textual content of the
reviewer’s feedback. The gap in this study was homogeneity of the sample , restricting
the author to only work on a limited small scale dataset of ten hotels.
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Hadoop environment was used with WebCrawler in Python in Jian et al. (2017) to gather
reviews form the internet. With the help of MapReduce in Hadoop, in a combination
with jieba text segmentation, all the sentences/paragaphs were broken down into single
words, as in aspect based modelling which was done in this research project. This paper
Kongthon et al. (2010) proposed an approach to study and understand customers’ opinion
regarding hotels , using Opinion Mining. This approach will help the owners to focus
on the necessary opinions and help improvise their service provision. The future work
suggests combining data from multiple sources as currently it only used one source and
to combine it with Näıve Bayes or Support Vector Machine.

2.3 A Crtique of Text Classification Models in Machine Learn-
ing

This paper was used to illustrate about the existing Machine learning Methods. It shows
importance of Deep Learning and how it is used in Big Data and in Artificial Intelligence.
Simon et al. (2015) states that deep learning techniques have been criticised as there is no
way of representing casual relationships between the variables. Zhang and Li (2007) talks
about a Näıve Bayes model built to classify spam emails. It yielded good results and was
recommended by the author. Näıve Bayes is an easy to use algorithm and works well
with binomial data as compared to numeric data. Luo et al. (2019) proposed two ways
to enhance the efficiency and predictivity of Random Forest and Logistic Regression,
while working with imbalanced data. Cost-sensitive Logistic Regression (CS-LR) and
Cost-sensitive Random Forest (CS-RF) were the two methods that helped reduce the
performance degradation of RF and LR while working on imbalanced datasets. Momin
et al. (2017) made a web application that displays the reviews on basis of features essential
to the differently-abled group. The portal was used to put forth the features on the basis
of ranks , done using opinion mining. Näıve Bayes was used for classification of the
reviews. The classified reviews were then extracted on the basis of their features and
put forth on the portal to help the disabled group find the best hotel that fulfils all their
disability needs. A portal like this can be put into implementation for the case study
hotel being used.

Based on the above critiqued literature articles, this project intended to use a few of them
as guidelines to performing the work. From Shi and Li (2011), it was decided to use Term
Frequency - Inverse Document Frequency (TF-IDF) with topic modelling Chanwisitkul
et al. (2018) as an experiment to see if it yields results and it did well, but did not give
the exact desired outcome as the reviews could not be segregated into different topics.
Saito and Klyuev (2019) was used to check Näıve Bayes’ performance as stated and
Kitwatthanathawon et al. (2012) is undertaken as a future work recommendation from
this project.

3 Scientific Methodology, Data Pre-processing and

Architectural design

3.1 Methodology

This project aims at collecting reviews from a source and processing its textual and
numeric data of reviews and ratings , so as to get sentiments of users towards that hotel
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or a particular service provided by them. Since it involves a hospitality industry, it is
considered to be a business oriented project and the most appropriate methodology to
use to go about this project is the Cross-Industry Standard Process for Data Mining
(CRISP-DM) method. Figure 1 shows the way CRISP DM methodology is used in this
project. It follows a circular process flow and its processes is explained briefly below :

Figure 1: Methodology for Hotel Reviews Analysis

Project Understanding:

As the name suggests, the very first task of this project was to actually understand what
the project was, so as to understand the requirements and need to do the project. As
mentioned above, the task was to find aspects affecting the review score and to take
preventive measures.

Data research and Gathering:

Initially, the data was tried to be extracted from tripadvisor, using webscrapping, but
due to ethical guidelines, it failed. Later a similar data was obtained from kaggle where
it was previously scrapped from booking.com and was publicly available to use. Another
dataset for the case study was obtained from an Irish Hotel, by following all the ethical
guidelines.

Training Dataset: This data has been scraped through booking.com and was obtained
from Kaggle3. This dataset contains 515,000 customer reviews and scoring of 1493 luxury
hotels across Europe. Meanwhile, the geographical location of hotels are also provided for
further analysis. This data contains the following attributes like the hotel name, address,
ratings, latitude and longitude and feedbacks in textual format.

3https://www.kaggle.com/jiashenliu/515k-hotel-reviews-data-in-europe
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Testing Dataset: This dataset was obtained from a hotel in Ireland using ethical meth-
ods. It is a typical review database that contains only text comments and numeric points
for several hotel attributes given by customers, this dataset also contains similiar attrib-
utes as that in the test dataset.

Data Preparation:

After the data was acquired, data cleaning was performed in order to prepare the data
for modelling and analysis. The data was brought in a standard form which the machine
understands, such as binary values.

Data Preprocessing:

NULL values were removed and other unnecessary data like the stopwords, non-english
characters and special characters were removed. Variables having categorical data were
encoded using categorical encoding technique in R. Figure 2 shows the process flow of
the project.

Figure 2: Process flow

Data Exploration:

Various ways to explore the dataset were used. One of it was plotting and locating the
hotels on a world map using the ’leaflet’ library. The visualization in Figure 4 shows the
plotting of all the EU- hotels present in the dataset and Figure 3 shows the most frequently
used words and Figure 5 shows the distribution of the dataset, which is balanced.
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Figure 3: Frequently used words

Figure 4: Hotels Location Plot
Figure 5: Representation of Bal-
anced dataset

Modelling:

The process of modelling is explained as the act of training a ML algorithm to predict the
labels(values) from the features , adjusting it for the business need and then validating and
testing it on a heldout data 4. Various Machine Learning models could be applied to this
data , of which Random Forest , Decision Trees, Logistic Regression and Näıve Bayes were
implemented. Logistic Regression is typically used when we have dichotomous(binary)
data in the dependant variable. Näıve Bayes has proved to be an outperformer in various
past researches and hence it was used to check the results. It is observed to work better
than logistic regression and can work on a small data too, discussed in Section 4.3.

4https://towardsdatascience.com/modeling-teaching-a-machine-learning-algorithm-to-deliver-
business-value-ad0205ca4c86
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Implementation:

This is the final step of the project, where the models are implemented on the feature
that is selected and the models are validated and tested based on Accuracy, Precision
and Recall. This will be elaborated in Section 4.

Results and deployment:

The results of the above steps are then displayed and represented in a visualization. This
will be discussed in Section 4.

3.2 Design Specification

This project followed a Two-Tier Architecture, Figure 6. A two-tier architecture is a
software architecture in which a presentation layer or interface runs on a client, and a
data layer5. The Figure 6 illustrates the way this project went through. The client in this
architecture is the hotel whose dataset was used for performing the tests. The datasets
are made ready and prepared for processing. The cleaning, visualizations and sorting was
done using R studio and MS Excel VLOOKUP(). After the data was ready, it was sent
to the models for training and testing. The outputs received on running the models were
evaluated using Accuracy, Sensitivity and Specificity. These evaluation results were then
finally represented and can be given to the client for implementation.

Figure 6: Two-Tier Architecture

5https://www.techopedia.com/definition/467/two-tier-architecture
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4 Implementation, Evaluation and Results of Classi-

fication Models

Implementing the classification models was a major task of this machine learning based
project. The Various Techniques used were, aspect based sentiment analysis Section
4.1, Näıve Bayes Classification Section 4.3, Random forest Section 4.4, Support Vector
Machine(SVM) Section 4.5, Logistic Regression Section 4.6 and Decision Tree Section
4.7. On successful implementing these models, they were taken to the evaluation step,
where they were check for their performance. Evaluation matrices are those that we use
in checking how good a model performed.The formula for these evaluation matrices are
given in equation 1, equation 2 and equation 3. The results of these Evaluation Matrices
are presented in Table 6.

Accuracy:

Accuracy in that case is the percentage of correctly classified instances , which can be
calculated using the formula,

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(1)

Sensitivity/ Recall:

Sensitivity is what portion of actual positives was identified correctly. It was calculated
using the formula,

Recall =
TP

(TP + FN)
(2)

Specificity/ Precision:

Specificity is what rate of positive identifications were actually correct. It was calculated
using the formula,

Precision =
TP

(TP + FP )
(3)

where,

TP = True Positive , sentiments that are positive and are actually classified as 1

TN = True Negative , sentiments that are negative and are actually classified as 0

FP = False Positive , sentiments that are negative but are classified as 1

FN = False Negative , sentiments that are positive but are classified as 0
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F1 Score:

To find an optimal blend of precision and recall, the two metrics are combined using what
is called the F1 score. The F1 score is the harmonic mean of precision and recall. It is
given by the formula :

F1 = 2 ∗ Precision ∗Recall

Precision + Recall
(4)

4.1 Aspect based Sentiment Analysis

In aspect-based sentiment analysis, every sentence was broken down into aspects and a
sentiment analysis of those aspects was done, which gave decimal values to each word
in the review. The sentiment score was calculated and assigned to every aspect, which
helped in finding the most important positive and negative aspects. All the words in the
dataset were represented visually using a wordcloud as shown in Figure 7

Figure 7: Representation of aspects in a Word Cloud

4.1.1 Feature extraction

After finding the important aspects based on the reviews, the feature was extracted,
named Sentiment Score, which lead to categorizing the sentiment type as positive or
negative. The score lying between 0 to +5 was taken to be positive and that between 0
to -5 was taken as negative.

4.1.2 Implementation of results of Aspect based Sentiment Analysis

After finding the sentiment type and sentiment score of all reviews, they are incorpor-
ated with the existing numeric dataset having ratings and other variables, including the
categorical variable that is the Sentiment Type that was used as the dependent variable
for all machine learning algorithms. The Table 1 shows a sample of the breakdown of a
single review sentence into single relevant words.
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Table 1: A small sample of extraction of words from a single review/sentence

The Table 2 shows the summary of each word chosen as aspect, with its score and
relevance.

Table 2: A small sample of words summarisation

The Table 3 shows the hotel names with their equivalent calculated scores, which can be
useful in plotting the hotel ranking.
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Table 3: A small sample of hotel scores

The Table 4 shows the plotting of a small sample of sentiment type across the hotel name.
This is done on distinct hotels and the overall sentiment score is converted into a category
of positive or negative and is then allotted to the respective hotels and Figure 8 shows the
plot of sentiment score across the hotel names, where the sentiment score above 1.2601
is termed as positive and below 1.2601 is termed as negative.

Table 4: Table representing sentiment type for each hotel
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Figure 8: Plot of sentiment score across hotel names

4.2 Attempted work on Topic Modelling and TF-IDF

The author of Shi and Li (2011) suggested to work on hotel reviews using Topic Modelling
with TF-IDF. This approach was attempted but could not give the desired outcome as
this project could not successfully implement topic modelling on the dataset of mixed
reviews. Table 5 shows the TF-IDF values across each word. Which shows how much a
specific word is important to that specific document.
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Table 5: Term Frequency-Inverse Document Frequency

4.3 Implementation, Evaluation and Results of Näıve Bayes
Classifier

Näıve Bayes Classifier was trained on the hotel review dataset as suggested by Hirokawa
and Hashimoto (2018) and Saito and Klyuev (2019).Näıve Bayes classifier is much faster
than any other discriminative models and can work very well on a small amount of data.
On implementing and evaluating this model, it was found to have an Accuracy of 0.845%
which is good enough for a new dataset like this one. The ROC curve is shown in Figure 9
and Figure 10 shows the evaluation results of the model.

Figure 9: ROC curve
Figure 10: Näıve Bayes Evaluation
Matrices

4.4 Implementation, Evaluation and Results of Random Forest

Random Forest Algorithm was also used on the training dataset with the recommendation
of Hirokawa and Hashimoto (2018). This model has the ability to restrict overfitting
without increasing the error, which makes it a very powerful model. Figure 11 represents
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the data distribution used in the model. The evaluation outcomes showed an accuracy
of 0.839.

Figure 11: Representation of dataset in random forest

4.5 Implementation, Evaluation and Results of Support Vector
Machine (SVM)

Support Vector Machine was implemented with reference to Shi and Li (2011) as it was
said to outperform Näıve Bayes in that research. Support Vector Machine (SVM) is very
useful when there is no knowledge about the data and can even work on unstructured
or semi-structured data like text. Figure 12 shows the results of implementation , that
yields a moderate accuracy of 0.813.

Figure 12: SVM output
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4.6 Implementation, Evaluation and Results of Logistic Regres-
sion

Logistic Regression works best with binomial data, which is a perfect fit for this pro-
ject as its main attribute itself is a categorical variable have two categories. Logistic
Regression was also recommended as a future work in Hirokawa and Hashimoto (2018).
Figure 13 represents the classification of the predictor variable , containing ”positive”
and ”negative” values. This model gave the accuracy of only 0.780.

Figure 13: Logistic Regression

4.7 Implementation of Decision Tree

Decision Tree was implemented as it provides an effective method of decision making as
they help in clearly laying out the problem so that it is easy to see all the options6. The
Decision Tree is shown in Figure 14 shows the generated decision tree.

6https://www.mindtools.com/dectree.html
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Figure 14: Decision Tree

Results

Table 6 displays the values for Accuracy, Sensitivity(Recall) and Specificity(Precision)
and the F1 Score for the applied Models. As it is clearly visible, Näıve Bayes yielded the
best performance results with an accuracy of 0.845.

Table 6: Evaluation Outcomes

Accuracy Recall Precision F1 Score
Näıve Bayes 0.845 0.845 0.849 0.846

Random Forest 0.839 0.902 0.735 0.809
Support Vector Machine 0.813 0.836 0.769 0.801

Logistic Regression 0.780 0.732 0.865 0.792

Discussion

As seen in Table 6, Näıve Bayes outperforms the other models by an accuracy of 84.5%
and Random Forest being the next outperforming model with an accuracy of 83.9% .
The recall and precision were found to be 0.845 and 0.849 for Näıve Bayes and 0.902 and
0.735 respectively for Random Forest. From the above experimental results, it is safe to
say that Text Classification in Sentiment Analysis works best with Näıve Bayes Classifier
and Random Forest in this research project.
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5 Conclusion and Future Work

The Objectives of this project were met successfully and the Research question stating
“To what extent can aspect based sentiment analysis of European hotels’ review using
Natural Language Processing (NLP) approach and machine learning methodologies (Sup-
port Vector Machine (SVM), Logistic Regression, Näıve Bayes, Random Forest, Decision
Tree) be used to predict customer satisfaction to improve the service delivery?” has found
a solution to it. Using the technique of Sentiment analysis under NLP, it was possible to
find out the sentiments of people towards the hotel they mentioned. As seen in Table 6,
Näıve Bayes outperforms the other models by an accuracy of 84.5% and Random Forest
being the next outperforming model with an accuracy of 83.9% . The recall and precision
were found to be 0.845 and 0.849 for Näıve Bayes and 0.902 and 0.735 respectively for
Random Forest. From the above experimental results, it is safe to say that Text Classific-
ation in Sentiment Analysis works best with Näıve Bayes Classifier and Random Forest
in this research project.

The identified gap which is recommended as future work that can leverage this project
is the successful implementation of topic modelling on mixed reviews, which can be
combined with uni-grams.
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