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1 Introduction

This configuration manual specifies the hardware, software requirements and the pro-
gramming phases of the implementation of the below research project in detail:

“Optimized Predictive Modelling to Unfold the Links of Crime with Edu-
cation, Safety and Climate in Chicago”

2 System Configurations

2.1 Hardware

• Processor: Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz 1.80 GHz

• RAM: 8 GB

• System Type: Windows OS, 64-bit

• GPU: Intel(R) UHD Graphics Family, 4GB

• Storage: 1 TB HDD

2.2 Software

• Microsoft Excel 2016: This spreadsheet tool offered by Microsoft has been used
for storing the downloaded datasets in flat files as csv (comma separated values).

• Anaconda Distribution-Jupyter Notebook: This is an open source software
which has been downloaded from the anaconda distribution website.1 This distri-
bution support platforms like jupyter notebooks, spyder, R studio to run machine
learning models using R or python. Exploratory data analysis, manipulation of
data, pre-processing, transformation and visualizations in this study were done us-
ing Python (version 3.6.5) on Jupyter notebooks using this distribution.

1https://www.anaconda.com/distribution/
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• Google Colaboratory: Also called Colab, this is a free cloud service that aids the
users with free GPU services to run machine learning models on an environment
similar to Jupyter notebooks. For this study, colab is used for modelling and hyper
parameter optimization. For enabling GPU settings, from the Runtime menu on
the notebook screen, select change runtime type to GPU as shown in Figure 1.
There is also an additional option to change it to TPU, which is efficient to use in
cases of high data volume.

Figure 1: GPU Settings: Google Colaboratary

• Power BI Desktop: Part of Visualizations were done using Microsoft Power BI
desktop app. This software is downloaded from Microsoft store website.2

3 Project Development

Implementation of this research work is entirely done using Python programming. Initial
stages of the research project development includes data pre-processing, merging all the
datasets in consideration, normalization and one hot encoding. Followed by the data
preparation activities, predictive modelling is done using machine learning techniques in
python using the sk-learn (scikit-learn) and keras libraries.

3.1 Data Preparation

Importing of the datasets and data manipulation is done using the pandas (dataframe)
and numpy (arrays) libraries. Following sections detail the pre-processing steps carried
out in each dataset.

3.1.1 Crime Dataset

Pre-processing of crime data primarily involved fixing the missing latitudes and longitudes
as shown in Figure 2. Block addresses (which was already clean when the data was
downloaded from the source) of the missing location co-ordinates were passed to the

2https://www.microsoft.com/en-in/p/power-bi-desktop/9ntxr16hnw1t?activetab=pivot:overviewtab
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wrapper censusbatchgeocoder. This function contacts the geocodes API (Application
Programming Interface) in the US (United States) and returns a dictionary of address
detail for a particular address. This dictionary is converted in to a new dataframe and
the missing values are filled using lookup and fill na (Not Applicable) functions.

Figure 2: Handling of missing latitudes and longitudes in Crime dataset

3.1.2 High Schools Dataset

Four datasets for high school report (academic years 2015-2018) were downloaded from
Chicago data portal and saved as csv (comma separated values) files. Each year school
data was complex enough with more than 150 attributes and selection of relevant attrib-
utes was a challenge. Also, there were missing values which had to be handled as shown
in Figure 3. Since the data was maintained school wise, the median value was used to
replace the missing values in school data.
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Figure 3: High school education data pre-processing

• Firstly, only numerical attributes were considered from each education dataset.
Suspension days column consisted of ”days” keyword appended to number of days
which was cleaned to retain only the number and ”days” keyword was removed.
Then, a check for missing value was done and filled using median value for that
column.

• Since the misconduct rate, suspension rate, enrollment rate, freshman track rate
were all maintained academic year wise (For eg. academic year 2015-16 data was
stored in the file as suspension days year 1 and suspension days year 2), these
columns were combined together using mean of both the columns and stored as
Average Suspension Days.

• A similar approach was followed for the remaining three years data and the latitude
and longitude of each school was converted to geohash using pygeohash library in
python.

• Lastly, all the pre-processed data are merged and saved in a flat file in a csv format.

3.1.3 Locations Dataset

• Locations dataset identified were three namely, police station, speed camera loca-
tions and red light camera locations in Chicago. As these datasets comprised of
latitude and longitude co-ordinates which were primarily required for this research,
presence of missing values were checked as highlighted in Figure 4.
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Figure 4: Locations dataset - Missing values check

• Nearest distance of police stations, red light cameras and speed cameras was cal-
culated using the user defined distance function as denoted in Figure 5 for each of
the crime instance.3

Figure 5: Function to compute distance between two latitude and longitude co-ordinates

• Compute nearest speed camera distance from crime location For each speed cam-
era location as highlighted in Figure 6, the latitudes and longitudes were used in
the distance computation with the crime location (latitude and longitude). Then
minimum distance for that crime instance was computed using min() function in
python. Similarly, the code was run for the red-light camera locations and police
stations as shown in Figure 7 and Figure 8.

3https://gist.github.com/rochacbruno/2883505
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Figure 6: Computation of nearest speed camera distance

• Compute nearest Red-light camera distance from crime location

Figure 7: Computation of nearest red light camera distance

• Compute nearest police station distance from crime location
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Figure 8: Computation of nearest speed camera distance

3.1.4 Weather Dataset

Daily weather data for the period 2015-2018 was scraped using (API) Application Pro-
gramming Interface access from NCEI (formerly known as NOAA) portal. The data was
scraped in 3 steps as followed by many data scientists as outlined in the medium portal4:

• Gained access to the API using token for authorization from NCEI web token site
and accessed in python using requests library as demonstrated in Figure 11.5

Figure 9: Request the API access token

4https://towardsdatascience.com/getting-weather-data-in-3-easy-steps-8dc10cc5c859
5https://www.ncdc.noaa.gov/cdo-web/token
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Figure 10: API settings to access weather data

• Identified the relevant weather station for required data collection from the site.6

Figure 11: Find the relevant station

• With the help of python requests object, windspeed (wind), average temperat-
ure(avg temp) and precipitation (prcp) values for three years on a daily basis was
scraped. For each of the weather attribute, the datatype id was required to be
modified in the URL of the request command.

• Average temperature data was fetched and stored in a dataframe. Refer Figure 12
for the python code.

6https://www.ncdc.noaa.gov/cdo-web/datatools/findstation
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Figure 12: Average temperature data scraping

• Average windspeed was fetched and stored in a dataframe.Refer Figure 13 for the
python code.

Figure 13: Average windspeed data scraping

• Precipitation was fetched and stored in a dataframe.Refer Figure 14 for the python
code.
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Figure 14: Average precipitation data scraping

• After scraping the required weather data in pandas dataframe, these dataframes
were merged to form one dataframe and finally saved to csv. Also, the date para-
meter was split as Year, Month and Day for merging with crime data.

Figure 15: Merge average temperature, precipitation and average wind speed data

3.1.5 Data Merging

All the location co-ordinates present in each dataset in the form of latitude and longitude
were converted to geohash. Also, the date parameter was split in to Year, Month and Day
in each dataset. Based on the relevant attribute, each dataset was grouped by geohash
and merged with crime.

• Merge Distances
The nearest distance computed for each crime instance was merged with crime
dataset as shown in Figure 16.
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Figure 16: Merge nearest distances with crime data

• Merge Red-light and speed camera count
In addition to nearest distance computation, the count of red light and speed cam-
eras in a geohash was done by grouping the location co-ordinates by geohash and
merged with crime using a left join as shown in Figure 17. Left join was used
because there is a possibility of a crime geohash presence with no cameras.

Figure 17: Merge safety camera counts with crime data

• Merge high school
As shown in the Figure 18, pre-processed high school data was merged with crime
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data based on the year and geohash attributes.

Figure 18: Merge high school factors with crime data

• Merge Weather
Weather data was merged with crime based on the Year, month and Day attribute
as denoted in Figure 19.

Figure 19: Merge weather attributes with crime data

• After merging, there were around 800 missing values which were dropped. The
final dataset after merging activity consists of 33565 rows and 28 attributes as
highlighted in Figure 20.

Figure 20: Merged Data - Check for NA values

• The dataset after merging, can be described as represented in the below Table 1:
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Table 1: Crime Prediction Dataset Description

Attribute Code Description Domain
crimescount Count of crime incidents re-

ported
1 - 130

PrimaryType Type of crime Assault, Narcotics, Hom-
icide and Violations

Year Year 2015 - 2018 years
Month Month 1 - 12 months
geohash Representation of nearby

locations grouped as one
area

Alphanumeric value with
precision 5

WEEKDAY Flag indicating whether the
day is a weekday or not

0 or 1

Holiday Flag indicating whether the
day is a holiday or not

0 or 1

Time Time of the day Morning, Afternoon, Even-
ing or Night

NearestPoliceDist Distance in kilometers 0.78 - 6.33
NearestRedCamDist Distance in kilometers 0.51-8.04
RedCamCount Distance in kilometers 0 - 12
Avg Student Attendance Rate Attendance rate of student 70% - 96%
Avg Teacher Attendance Rate Attendance rate of teacher 89% - 95%
Mobility Rate Pct Mobility rate 2% - 37%
SchoolCount count of schools 1 - 48
wind average speed of wind in

km/hr
34 - 37

prcp precipitation in mm 32 - 45
avgTemp temperature in celsius de-

grees
55 - 77

3.2 Feature Engineering

Effective feature engineering before implementing the models on the data help improve
the performance of the models and reduce any possible (Bocca et al.; 2016). These
engineering techniques were done in three parts namely, one hot encoding to treat the
categorical variables, normalization to treat the numerical features and lastly feature
selection to select the best features.

3.2.1 One Hot Encoding

Using the pre-processing library for one hot encoding as well as pandas get dummies()
in python as shown in Figure 21, the categorical variables were transformed to binary
encoded attributes.
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Figure 21: One hot encoding using getdummies()

Another way to one-hot encode which gives the output in same format as One Hot
encoder (OHE) library as shown in Figure 22:

Figure 22: One hot encoding using OHE library

Encoded features expressed as binary form (0 and 1) attributes are shown in the below
Figure 23:

Figure 23: Features after One hot encoding

3.2.2 Normalization

Normalization has been done using the MinMaxScalar library in python as highlighted
in the Figure 24.

Figure 24: Feature scaling using MinMaXScaler library

3.3 Feature Selection

Feature selection has been done using Recursive feature elimination (RFE) combined
with random forest which has been followed in machine learning implementations in the
past (Granitto et al.; 2006). This technique ranks the features by its importance and
elimination is done by RFE as shown in the code using ranks function in Figure 25 and
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rfe-rf models as shown in the Figure 26. A function was defined to compute the ranks
using RFE.7

Figure 25: Ranks Function for RFE-RF features

3.3.1 Top 20 features with One Hot Encoding

Including the categorical features encoded as binary values, a round of feature selection
was performed and the ranks are listed as shown in the Figure 27

Figure 26: Code for fetching top 20 features using RFE-RF

Figure 27: Ranks of top 20 features

3.3.2 Top 10 numerical features

With RFE-RF (Recursive feature elimination-random forest) method, top 10 numerical
features were extracted and their ranks are listed in Figure 29 and for the code, refer

7https://www.kaggle.com/arthurtok/feature-ranking-rfe-random-forest-linear-models
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Figure 28.

Figure 28: Code for fetching top 10 features using RFE-RF

Figure 29: Ranks of top 10 features

3.4 Modelling

Modelling was done using the python scikit libraries for machine learning. XGBoost
regressor, random forest regressor, keras, tensorflow and linear regression libraries were
used for modelling.

3.4.1 Data Split

The models have been tested for both the versions of the split i.e. with train-test (80:20)
as well as cross validation (k folds:3-30) as highlighted in the Figure 30. Cross valid-
ation techniques have enabled efficient sampling of data for the models and eventually
generating better results (Ingilevich and Ivanov; 2018) and Kadar (2019).
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Figure 30: Split of Data

Train test split and k fold libraries were from scikit learn model selection for this task,
refer Figure 31.

Figure 31: Code to split data

3.4.2 Random Forest

Random forest was applied with default parameters, optimized parameters and finally
optimized parameters with 10 fold cross validation.

• Refer the code shown in Figure 32 for random forest with default parameters
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Figure 32: Random Forest with default parameters

• Refer the code shown in Figure 33 for random forest with optimized parameters

Figure 33: Random Forest - optimized model fit

• Random Forest with 10 fold cross validation
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Figure 34: Random Forest - 10 fold cross validation

3.4.3 XGBoost

XGBoost was also applied with default parameters, optimized parameters and finally
optimized parameters with 10 fold cross validation as shown in the codes in Figure 35,
Figure 36 and Figure 37.

• XGBoost with default parameters

Figure 35: XGBoost - default parameters

• XGBoost with Optimized parameters
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Figure 36: XGBoost with optimized parameters

• XGBoost with tuning and 10 fold cross validation
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Figure 37: XGBoost with optimized parameters and 10 fold cross validation

3.4.4 Artificial Neural Network (ANN)

• Refer the code in Figure 38 for implementing ANN without hidden layer
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Figure 38: ANN model with one layer

• Refer the code in Figure 39 for implementing ANN with multiple layers
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Figure 39: ANN model with multiple layers

3.4.5 Multiple Linear Regression

• For multiple linear regression, tuning is not applicable and hence 10 fold cross
validation is applied and checked as shown in the code block Figure 40.
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Figure 40: Multiple Linear regression code

3.4.6 Hyper Parameter Optimization

Tuning has been done using Randomized search cv for each model as shown in the below
Figure 41 and Figure 42

• Random Forest Tuning
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Figure 41: Code for tuning Random Forest using Randomized search cv

• XGBoost Tuning

Figure 42: Code for tuning XGBoost using Randomized search cv
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