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Configuration Manual

Nevin Saini
x18132260

1  Introduction

The configuration manual contains all the pertinent information related to the software and
hardware used in the research project. Also, it specifies the important libraries that are used
and the data description is given in section 3. Moreover, it elucidates several steps that needs

to be taken to reproduce the work in any machine satisfying the requirements which is
covered in the following sections

2 Environment Specifications

The MSc. Research project runs on a system which has certain specifications for both
software and hardware that are described in the following subsections.

2.1 Hardware Specifications

This project is implemented on the hardware with the following configurations:

Hardware Configurations
System HP Envy
Operation System Windows 10 (64-bit Operating system)
RAM 8GB
Hard Disk 512 GB (SSD)
Graphic Card 2 GB Ryzen
e e aa Windows 10

AMD Ryzen 5 2500U with Radeon Vega Mobile Gfx  2.00 GHz

% 8.00GB (6.96 Gt
64-bit Operating System, x64-based processor I
Pen and Touch Support with 10 Touch Points

in, and workgroup settings
DESKTOP-72CUGKI @change sett
DESKTOP-72CUGKI

WORKGROUP

Product ID: 00327-35824-00000-AA0EM ®chang: duct ke



2.2 Software Specifications

In this project, plethora of softwares are used which are

represented in Table 2.

Software

Configurations

Operating System Windows 10 (64-bit Operating system)

IDE Spyder (Anaconda Navigator)

Scripting Language

Python

Scripting Language version

Python 3.7

221 Integrated DevelopmentEnvironment

A latest version of Anaconda navigator is installed to implement the highly demanding
models. Its installation includes series of several steps which is described below:

Step 1:

> Visit the website and click on the link of first step.

{D ANACONDA DOCUMENTATION

» Home

¥ Anaconda Enterpiise § |n5ta||ing on Windows

» Anaconda Enterprise 4
. 1. Download the Anaconda installer

¥ Anaconda Distribution
2. RECOMMENDED: Verify. data integrity. with SHA-256. For more inf¢

ox @b~ Hs @

on hashes, see What about cryptographic hash verification?

Installation
3. Double click the installer to launch

Installing on Windows

Installing on macOS _

Installing on Linux To prevent permission errors, do not launch the installer from the Eavorites folder.

Installing on Linux POWER

0O

Installing in silent mode _

Installing for multiple users

installed for all users, uninstall Anaconda and re-install it for your user only and try again.

Verifying your installation
Anaconda installer file hashes 4. Click Next.

Updating from older versions 5. Read the licensing terms and click *| Agree”.
Uninstalling Anaconda

User guide

6. Select an install for “Just Me” unless you're installing for all users (which requires Windows Administrator privileges) and click Next

7. Select a destination folder to install Anaconda and click the Next button. See FAQ.

» Click on the file and install it in the system.

» Click Next to step further..

If you encounter Issues during installation, temporarily disable your anti-virus software during install, then re-enable it after the installation concludes. If you



) Anaconda3 2019.10 (64-bit) Setup = X

Welcome to Anaconda3 2019.10
(64-bit) Setup

O Setup will guide you through the installation of Anaconda3
2019. 10 (64-bit).

ANACONDA It is recommended that you dose all other applications
before starting Setup. This will make it possible to update
relevant system files without having to reboot your
computer,

Click Next to continue.

Next > Cancel

» Click on “T Agree” and then “Next” to step further in installation process

2 Anaconda3 2019.10 (64-bit) Setup = X
s IM se bm‘
.‘) ANACONDA Please review the license terms before installing Anaconda3
2019, 10 (64-bit).

Press Page Down to see the rest of the agreement.

~
|Anaconda End User License Agreement
ICopyright 2015, Anaconda, Inc.
Al rights reserved under the 3-cdause BSD License:
Redistribution and use in source and binary forms, with or without modification, are
permitted provided that the following conditions are met:

v

If you accept the terms of the agreement, diick I Agree to continue. You must accept the
agreement to install Anaconda3 2019. 10 (64-bit).

Anaconda, Inc

< Back 1 Agree Cancel

D Anaconda3 2019.10 (64-bit) Setup o X

Select Installation Type

‘) ANACONDA Please select the type of installation you would like to perform for
Anaconda3 2019. 10 (64-bit).

Install for:

(®) Just Me (recommended)

O All Users (requires admin privileges)

<Back || Next> ~ Cancel

> It will start installation which will take some time considering the size of the software.



2 Anaconda3 2019.10 (64-bit) Setup —

Installing
E J ANACONDA Please wait while Anaconda3 2019. 10 (64-bit) is being installed.

< Back Next > Cancel

» Click on the “Next” button.

2 Anaconda3 2019.10 (64-bit) Setup -

Thanks for installing Anaconda3!

O Anaconda is the most popular Python data science platform.
Share your notebooks, packages, projects and environments
ANACONDA. [

[~ Learn more about Anaconda Cloud

[~ Learn how to get started with Anaconda

< Back 7 Cancel

» Go to the search icon on the bottom left in windows 10 machine and type anaconda.

Best match

i Anaconda Prompt (Anaconda3) .

App

) Anaconda3

Anaconda Prompt (Anaconda3)
File folder 5

App
Last modified: 12/8/2019, 12:20 AM
Apps
) 4 Open
£) Anaconda Navigator (Anaconda3) >
FO Run as administrator
#® Spyder (Anaconda3 >
Pyden( ) 0 Open file location
B Anaconda Powershell Prompt 5 49 pin to Start
(Anaconda3)
<3 Pin to taskbar
Search the web
[ uninstall
£ ana- See web results >
Folders
anaconda_project-0.8.3.dist-info >
anaconda_navigator >
anaconda_client-1.7.2-py3.7.egg-info >
anaconda_navigator-1.9.7-py3.7.egg- 5
0 ana|;<mdd Prompt (Anaconda3) = ™ ﬁ R 9 wi

» Click on the specified Icon of Anaconda Navigator to launch the application.



O Anaconda Navigator - 9 %
{D ANACONDA NAVIGATOR

L Applications on | base (roct) -

(z)
—
@
e

Yy & ? -

> It is important to create a new environment for the project where all the useful
libraries and packages can be installed.

To do this, Click on Environments.

2 Anaconda Navigator

File Help

{0 ANACONDA NAVIGATOR

A Home ‘ Search Environments aQ ‘ ‘ Installed v‘ Channels Update index.

I base (root) »> Name ~ T Description

& Environments _ipyw_ilab_nb_ex...

alabaster

O

3
Learnini
~ g anaconda

anaconda-client
. Community

anaconda-project

asnierypto

astroid

astropy

< atomicwrites

attrs

babel

backeall

backports

backparts. Functoo.
Decumentation backparts.os

backports.shutil_g.
Developer Blog backports.tempfile

backports.weakref

L 4 3 |_. ] ] B2 bearifulening

e | Fomos 275 packages avsilable

> 06 G OC GO0 COCOCO0CC G e 6 oG o ¢

» Click on create button on the bottom screen to create a new environment.



(

Creakte new environment

MName: Mews enwvircnment name

Location:

Or

Cancel

» Add the name of new environment and click on create.

. Create new environment
‘J
‘_‘) Mame: | _ensch.cw{
. Location: Clusers|SunnylAnaconda3|envs|Te Flow
o-
) Cancel
‘_‘)

2.3 Libraries

After the creation of an environment in Anaconda, we have installed all the vital libraries
required to execute the research project which are discussed below.

matplotlib tensorflow.keras.layers
matplotlib.pyplot sklearn.metrics

numpy sklearn.preprocessing

sklearn sklearn.model _

pandas sklearn.grid_search
sklearn.ensemble sklearn.neighbors

sklearn tensorflow

opencv skimage.io

skimage tensorflow.keras.preprocessing

tensorflow.keras.models



3. Dataset

There are two datasets used for the research project which are as follows:

3.1 Yawning Dataset: It contains two datasets in video format of drivers with different
facial features to detect drowsiness of drivers. 322 videos are taken in real time of different
individuals. In addition, 29 more videos of both male and female drivers are taken from
driver’s dash.

<« C  © Notsecure | site.uottawa.ca rvin/yawning

YawDD: Yawning Detection Dataset

Purpose

YawDD contains two video datasets of drivers with various facial characteristics. to be used for testing algorithms and models for mainly yawning detection, but also recognition and tracking of face and mouth. The videos are taken in

real and varying illumination conditions.

o In the first dataset a camera is installed under the front mirror of the car. Each participant has three/four videos and each video contains different mouth conditions such as normal. talking/singing, and yawning. This dataset
provides 322 videos consisting of both male and female drivers, with and without glasses/sunglasses, from different ethnicities, and in 3 different situations: 1- normal driving (no talking), 2- talking or singing while driving, and

3- yawning while driving.
o In the second dataset the camera is installed on the driver’s dash. Each participant has a single video containing scenes with driving, driving while talking, and driving while yawning. This datast provides 29 videos consisting of

both male and female drivers, with and without glasses/sunglasses, from different ethnicities.
Format and Available Data
The videos are in 640x480 24-bit true color (RGB) 30 frames per second AVI format wihtout audio. The total data size is about § Gigabytes. The availble data and their features are listed in table | for dataset | and table 2 for dataset 2,
and can be downloaded from ACM MMsys Dataset webpage (see link below).
License and Usage

The videos are for non-commercial and research purposes only! For all other usage. please contact shervin@ jeee.org. The videos are free for use in non-commerical and/or academic papers/reports, which study. design, and test
algorithms and methods to detect face, facial features, yawning, etc. In addition, screenshots of some (not all) videos can be used in such papers. Please check the Allow Researchers to use picture in rhen paper column in the above
two tables to see if you can use a screenshot of a particular video or not. If for a particular video that column is “no”, you are NOT allowed to use pictures from that video in your paj

To refer to this dataet in your paper. please use the following citation:

S. -\bnhx \l Onudsezmeh S. Shirmohammadi, and B. Hariri, “YawDD: A Yawning Detection Dataset”, Proc. ACM Multimedta Systems, Singapore, March 19 -21 2014, pp. 24-28.

You might also be interested to read the following paper, in which we used the dataset to test our yawning detection algorithm designed for embedded smart cameras:

M. Omidyeganeh, S. Shirmohammadi, S. Abtahi. A. Khurshid, M. Farhan, J. Scharcanski, B. Hariri, D. Laroche, and L. Martel, “Yawning Detection Using Embedded Smart Cameras”, JEEE Trans. on Instrumentation and
Issue 3, March 2016, pp. 570-582.

50737

Measurement, Vol
DOL: 10. M 2015

These images are converted into frames for both yawning and open eyes. Almost 1479
images are used for yawning dataset and 1222 frames contain images of individuals with

open eyes.

3.2 Closed eyes: This contains around 1189 images of different people from diverse
angles with closed eyes and different environmental changes like blur and lighting.




4. Image Pre-processing

Image Pre-processing has been done on the dataset to detect drowsiness of an ATC and
considering different situation that a controller can phase in terms of lighting. It involves
several independent steps like Rescaling, Rotation, Gray scaling, edge detection, flipping
and is done before segmentation. According to Bazeille et al. (2010), Models shows great

accuracy while filtering the images using edge detection.

4.1 CNN

train_datagen = ImageDataGenerator(
featurewise_center=Falze,
samplewise center=False,
featurewise std normalization=False,
samplewise std normalization=False,
zca_whitening=False,
rotation_range=10,
zoom_range = 0.1,
width_shift range=08.2,
height_shift_range=0.2,
horizontal flip=True,
vertical flip=False)

test _datagen = ImageDataGenerator(rescale=1./255)

4.2 Machine learning models

plt.imshow(image)

RGB_img = cv2.cvtColor(image, cv2.COLOR_BGR2RGE)

scale_percent = 60

width = int(RGB_img.shape[1l] * scale percent / 100)

height = int(RGE_img.shape[@] * scale percent / 108)

dim = (width, height)

image resized = cv2.resize(RGB_img, (70,70), interpolation = cv2.INTER_AREA)}
image _gray = cv2.cvitColor(image resized, cv2.COLOR_BGR2GRAY)
image_hsv = cvZ.cvitColor(image resized, cv2.COLOR_BGR2HSV)
image rotated = rotate(RGB_img, angle=90)

image_f1lip = fliplr(RGB_img)

image_bright = exposure.adjust _gamma(RGB_img, gamma=0.5,gain=1)

image_dark = exposure.adjust gamma(RGB_img, gamma=1.5,gain=1)

Both image-pre-processing techniques were performed on the datasets to increase the number
of images and to improve the performance of the system due to the presence of different

versions of same image.



Resized image Grayscale Format

5. Model Creation

Different models are designed to implement the project in both deep and machine learning
like CNN, SVM, KNN, XGBoost and Random Forest.

Machine learning techniques are designed using Scikit python library and CNN model is
created by utilizing keras and Tensorflow . Through the results, It is observed that all the
algorithms have performed well, however, Deep learning robust model CNN has
outperformed other techniques based on some performance measures like Accuracy,
Precision, Recall and F1 Score.

The execution of these techniques is done on two models i.e. Baseline Models and
Tuned Models (after hyperparameter tuning) that are shown below.

5.1 Baseline Models

5.1.1

improvedmodel

improvedmodel .
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.
improvedmodel.

Convolutional Neural Network

= Sequential()

add(Conv2D(filters=32, kernel size=(5,5), activation="relu'})
add(MaxPool2D(pool_size=(2, 2)))

add(Dropout(rate=0.25))

add(Conv2D(filters=64, kernel size=(3, 3), activation="relu')})
add(MaxPool2D(pool_size=(2, 2)))

add(Dropout(rate=0.25))

add(Conv2D(filters=128, kernel_size=(3, 3), activation='relu')})
add(MaxPool2D(pool_size=(2, 2)))

add(Dropout(rate=0.25))

add(Flatten())

add(Dense (256, activation="relu'})

add(Dropout(rate=0.5))

add(Dense(3, activation='softmax'))



5.12 SVM

accuracy = metrics.accuracy_score(y_pred, y_val) * 100
print("Accuracy with Baseline SVM Model: {@:.2f}%".format(accuracy))

e=0.25, random_state=42)

random_state=42)

_# _____________________________________________________________________________
# Designing a baseline KNN Model
_# ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

accuracy = metrics.accuracy_score(y_pred, y_val) * 100
print("Accuracy with K-NN: {@:.2f}%".format(accuracy))

514 XGBoost

10




"X _train, X val, y_train, y_val = train_test _split(data_scaled, labels, test_size=0.25, random state=42)
'model = xgb.XGBClassifier()

I

"model.fit(X_train, y_train)

'y_pred = model.predict(X_val)
b

"accuracy = metrics.accuracy_score(y_pred, y_val) * 100
iprint{"Accuracy with Baseline XGBoost Model: {@:.2f}%".format(accuracy))

5.15 Random Forest

X _train, X val, y _train, y val = train_test split(data_scaled, labels, test size=0.25, random_state=42)
model = RandomForestClassifier()

model.fit(X_train, y_train)

y_pred = model.predict(X _val)

accuracy = metrics.accuracy_score(y_pred, y_val) * 100
print("Accuracy with Baseline Random Forest Model: {@:.2f}%".format(accuracy))

5.2 Hyper parameter Tuning

Several machine learning models requires setting many hyperparameters before testing them
on the validation set (Boulesteix and Bischl, 2018) and It is extremely important to search the
right parameters to be used in a particular machine learning algorithm which improves the
performance of a baseline model by increasing the ability to find the correct results out of the
total predictions done by the model.

11



ffor the tuning

param grid = {'C": [8.1, 1, 1@, 1808], 'gamma’': [1, 0.1, 8.01, 18]}

the best one

tunedModel = GridSearchCV(svm.SVC(), param_grid, verbose=1)
tunedModel.fit(X_train, y_train)
tunedModel.best_params_

tuned_accuracy = metrics.accuracy_score(y_pred, y_val) * 100
print("Accuracy with SVM: {@:.2f}%" .format(tuned_accuracy))

# Creating all the important parameters and the possible values to be compared [for the tuning

params_knn = {'n_neighbors':[5,7,8,9], ‘weights':[‘'uniform’, ‘distance’]}

# Using GridSearch, searchinh through several combinations of parameter to find the best one

tunedModel = GridSearchCV({model, param_grid=params_knn)
tunedModel . fit(X_train,y_train)
tunedModel.best_params_

accuracy_tuned = metrics.accuracy_score(y_predTuned, y_val) * 100
print("Accuracy with K-NN: {@:.2f}%"_format(accuracy_tuned))

print(classification_report(y_val, y_pred))

12



# Creating all the important parameters and the possible values to be compared [for the tuning

param_grid = { learning rate’: [@_.01, @.1], 'gamma’: [©.5, @, 1], "verbosity”™ : [B]}

# Using GridSearch, searchinh through several combinations of parameter to find| the best one

# Using the best fitted parameters chosen, designing the tuned model
tunedModel . fit(X_train, y_train)

tunedModel .best_params__

print{“Best Parameters:“\t”, tunedModel.best_params_)

v_predTuned = tunedModel_predict({X_wval)

accuracy_tuned = metrics.accuracy_score(y_predTuned, y_wval) * 1ee
print(”Accuracy with Tuned XGBoost Model: {@:.2f}%"_format(accuracy_tuned))

print{classification_report(y_wval, v pred))

5.2.4 Random Forest

R —————— -
# Hyperparameter Tuning for XGBoost

R ————— -
R —————— -
# Creating all the important parameters and the possible values to be compared

S —— -
params_RF = {"max_depth": [3,5,6,7,8],

"min_samples_split™: [2, 3, 1@],

"min_samples_leaf": [1, 3, 1@],

"criterion": ["gini", "entropy"]}

tunedModel = GridSearchCV(model, param_grid=params_RF)
tunedModel.fit(X_train,y_train)
tunedModel .best_params_

accuracy_tuned = metrics.accuracy_score(y_predTuned, y_val) * 188
print("Accuracy with K-NN: {0:.2f}%".format(accuracy_tuned))

ffor the tuning

the best one

13
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