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Configuration Manual

Shahil Shaik
x18131743

1 Introduction

This configuration manual consists of the information regarding the system setup, Soft-
ware requirements, Hardware configuration used for execution of the model. A step wise
implementation of the code is described with the help of images of the code along with
brief explanation. Few images of the output are also provided for better understand-
ing of the code implementation. All the code and details provided are for the project
“OpenPose based Gait Recognition using triplet loss Architecture”. (? ? ? ? ).

2 System Setup

This section discusses about the list of software and hardware utilized to implement this
research project.

2.1 Software

• Anaconda
• Spyder
• Python
• TensorFlow

2.2 Hardware

• Processor: Intel CORE i7@ 270 GHz
• RAM: 16GB
• System type: Windows 10 64-bit Operating System, x64based processor
• Hard Disk: 1 TB
• Graphic Card: NVIDIA Ge force 1060ti 6GB

3 Project development

Implementation of this project includes several steps such as data filtering, Key point
extraction, data pre-processing, Manual feature extraction, Triplet loss architecture, KNN
algorithm and Evaluation.
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Figure 1: Import required libraries

3.1 Data Filtering

CASIA-B data set provided by CBSR is used for this project. It has videos of 124 subjects
in 11 views and 3 modes. Only Normal mode 90-degree views are used for this project.
Glob library of python is used for filtering of these videos.Figure1 Figure2

Figure 2: Data Filtering

3.2 Data Extraction

OpenPose model is loaded using the OpenCV library and is initialized by COCO weights.
Using this model key points for every frame in every video are estimated. Apart from
these key points certain other manual features are also calculated such as angle between
limbs using the angle function.Figure3 - Figure7
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Figure 3: Keypoint Extraction:1

Figure 4: Keypoint Extraction:2
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Figure 5: Keypoint Extraction:3

Figure 6: Keypoint Extraction:4
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Figure 7: Save output as pickle file
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3.3 Manual Feature Extraction

Using the extracted key points various features are defined and calculated for each indi-
vidual. Features such as length of the limbs, Max angle between Limbs, Length of the
Gait stride and amplitude of gait cycle are calculated.Figure8

Figure 8: Manual Feature extraction:1

Calculated Manual features for every video are stored as a row in a dataframe. Data-
frame is saved as csv for future use.Figure10
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Figure 9: Manual Feature extraction:2

Figure 10: Save features as CSV file

3.4 Knn for Manual Features

A nearest neighbour algorithm is trained for the manual feature data. Data is initially
split into train and test using sklearn package. Error rate for various k values are cal-
culated and plotted for calculation of optimum K value. Finally, model is built and
evaluated for optimum k value.Figure11
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Figure 11: Knn for manual features

3.5 Triplet Loss Architecture

Triplet loss architecture creates dynamic features of the data in form of a 64- dimensional
vector. These embeddings of the same class or individual are clustered on training for
triplet loss. For implementation of Triplet loss algorithm. Tutorial provided by Tensor-
Flow is utilized and various functions required for calculation of triplet loss are developed.

A pairwise distance function gives the distance matrix which has distance between
every pair in the input of the function.Figure12

Masked Maximum and Masked Minimum functions are used to compute the axis wise
maximum and minimum respectively.Figure13

Triplet loss function is used to calculate the triplet loss for the given batch of embed-
ding. This used above defined 3 functions for calculation.Figure14

A Base architecture function is created for the Creation of base architecture in the
main triplet loss function. It consists of few dense and dropout layer and an initial flatten
layer to reshape the input.Figure15

All the parameters are defined such as batch size, input shape , validation and test
library. Main architecture is built with help of base architecture function and triplet loss
function. This model is trained for 10000 epochs.Figure16 Figure17
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Figure 12: Pairwise Distance Function
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Figure 13: Masked maximum and minimum function
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Figure 14: Triplet loss function
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Figure 15: Base neural network function

Figure 16: Parameter Initialization
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Figure 17: Triplet loss Model
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3.6 Knn for Triplet loss architecture

After training the triplet loss architecture, embedding vector is created for all the videos
with the help of model. This data is split into train and test using sklearn package.
Optimum K value is found by plotting the error rate for various K values. Finally, a Knn
model with optimum k value is trained and evaluated. Figure18

Figure 18: Knn for Triplet loss

4 Conclusion

In this configuration manual given software setup, system setup and code for the imple-
mentation of project is briefly explained. This information will help for better insights
on the implementation of “OpenPose base Gait Recognition using Triplet Loss Architec-
ture”.
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