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Configuration Manual

Murtaza Saifi
Student 1D:x18129463
MSc Research Project in Data Analytics
11th December 2019

1 Introduction

The objective of this manual is to showcase the technical aspect of this project that involves
system requirements and programming shippets that have not been covered in the main
report. We will initiate with the basic system requirements utilized and discuss the
implementation of the methodology.

1.1 System Requirement

e Hardware spec
1. System Manufacturer: Dell Inc.
2. Operating System: Windows 8.1 Pro 64-bit
3. Processor: Intel(R) Core (TM) i5-4200U CPU @ 1.60GHZ (4 CPUs),
~2.3GHz
4. Memory: 6 GB RAM

e Software spec
1. R
2. Tableau

3. Microsoft Excel
4. Kaggle (Kernel)

2  Project Development

Data preparation is done in multiple stages, between Excel & R studio. The code snapshots
have been placed to avoid confusion of any kind.

2.1 Data Preparation

We primarily focus on 2 datasets in this study:



1. Fantasy Premier League Dataset: This is a Github repository (available herel) that has
been active since 2016 and is sharing weekly updates sheets on match-weeks as they
are conducted in the season. Permission to use the dataset has been taken via mail and
can be observed below in Figure 1.

(o Mail - Murtaza Tasadduq Husain Saifi - Outlook - Google Chrome - o

@ outlock.office.com/mail/deeplink?version=2019120201.10&popoutv2=1 ®

%) Reply all ~ il Delete () Spam Block

Re: Permission to utilize GitHub repository

@ vaastav anand <vaastav.anand05@gmail.com> Sy & N
Wed 27/11/2019 18:20 - -
To: Murtaza Tasadduq Husain Saifi
Hi Murtaza,

Yes, you have the permission as long as you make the appropriate mentions!
Good luck for your MSc!

Kind Regards
Vaastav

On Wed, Nov 27, 2019 at 10:00 AM Murtaza Tasadduq Husain Saifi <MurtazaTasaddugHusain.Saifi@student.ncirlie> wrote:
Hi Vaastav,

I am a MSc student pursuing my majer in Data Analytics frem National Cellege of Ireland and currently working en my thesis for creating a prediction model of FPL performance of players.

I would like to thank you for the work you have done in creating a repository on GitHub and regularly maintaining the same. | am writing this mail as a fermal request to use this repository as
my primary dataset. | will ensure | make an appropriate mention of you as the author of the same in my report and even share my findings eventually once | am done.

Hoping to hear from you scon.
Thank you,

Murtaza Saifi

Student ID: x18129463

MSc Data Analytics
National College of Ireland

Figure 1: Email discussion for permission of FPL Dataset use

2. Understat.com Dataset: This dataset is obtained from the understat.com team which
includes underlying statistics such as Expected Goals (xG) and Expected Assists (XA).
The dataset? was shared post requesting via mail as can be observed from Figure 2. As
we can observe, the communication for both datasets have taken place via the student
email address.

1 https://github.com/vaastav/Fantasy-Premier-League
2

https://docs.google.com/spreadsheets/d/1JgapvetjSmGOOh1nzmsYiKrTWNHsRXB4500uGnJVDcl/edit?usp=sh
aring



https://github.com/vaastav/Fantasy-Premier-Leagueand

¢ Mail - Murtaza Tasaddug Husain Saifi - Outlook - Goagle Chrome - a
@ outlook.office.com/mail/deeplink?version=2019120201.10&popoutv2=1 ®

% Replyall ~ Ji] Delete (&) Spam Block

Re: Data Assistance for Research

>

= Hi, Murtaza!

>

= Sorry for the delay with the answer. Unfortunately, we don't have a

> gameweek numbers in the database, just match date. Is it big trouble
= for

> you?

>

» Best regards,

» Understatcom

> [1] https://aka.ms/ghei36
Hi, Murtaza!

Sorry for the delay with the answer. Please, check the link below, this
is the only option we can supply.

https://docs.google.com/spreadsheets/d/1)gapvetjSmGOChTnzmsYiKrTWNHsRXB4500uGn/VDcl/edit?usp=sharing

Best regards,
Understat.com

10:56
09-12-2019

sl ENG

Figure 2: Mail response from understat.com sharing XG and xA data

JON U= gws - g
Home  Shars  View v e
®© = 4 Ll » ThisPC » Desktop » Research » Fantasy-Premier-League-master » data » 2016-17 » gws v & | Searchguws )
S Favourites Name : Date modified Type Size -
B Deskiop gwl 211020191630 Microsoft Excel C.. 91 ke
18 Downloads gw2 21-10-2019 1630 Microsoft Excel C.. 9% KE
] Recent places g3 21-10-2019 16:30 Microsoft Excel C... 101 kB
gwd 21-10-201916:30  Microsoft Excel C.. 107KB
@ OneDrive gws 21-10-201916:30  Microsoft Excel C.. 107KB
1\ Attachments gwé 21-10-201916:30  Microsoft Excel C.. 102 KB
| Documents gn7 211020191630 Microsoft Excel C... 108 KB
1 Pictures B gue 211020191630 Microsoft Excel C... 102 KB
gnd 211020191630 Microsoft Excel C.. 108 KB
% Homegroup B2 gwid 21-10-2019 16:30 Microsoft Excel C... 110Ke
@5 gwlt 211020191630 Microsoft Excel C.. M1KB
1% This PC 0l gwi2 21-10-201916:30  Microsoft Excel C.. M1KB
I Deskiop gwi3 21-10-201916:30  Microsoft Excel C.. M1KB
1] Documents gwl4 21-10-201916:30  Microsoft Excel C.. 1N1KB
18 Downloads gwis 211020191630 Microsoft Excel C... 12k8
W Music 85 gwls 211020191630 Microsoft Excel C... 13K
£) Pictures gwi7 211020191630 Microsoft Excel C.. 13KE
B Videos gwis 21-10-2019 1630 Microsoft Excel C.. 14K8
4 Local Disk (C:) gwie 21-10-20191630  Microsoft Excel C... 115KB
s Local Disk (F) gwid 21-10-201916:30  Microsoft Excel C.. 15KB
gw2 21-10-201916:30  Microsoft Excel C.. N7KB
€ Network gw22 21-10-201916:30  Microsoft Excel C.. N7KB
gw23 211020191630 Microsoft Excel C... RIEYE]
85 guad 211020191630 Microsoft Excel C... 120 KB
gnas 211020191630 Microsoft Excel C.. 120 KB
gn2s 21-10-2019 1630 Microsoft Excel C.. 9T KE
gwa? 211020191630 Microsoft Excel C.. 132K8
gn2s 21-10-201916:30  Microsoft Excel C.. 48KB ©

3@ items

1015
12-12-2019

~[me )l ENG

Figure 3: Gameweek wise datasets

Each week had its own dataset (which can be seen in Figure 3) which had to be merged to
form a combined season dataset. Also, the numerical factor of the team name had to be
converted back to its character as the same 20 teams to not play the following season. The
code for this can be seen in Figure 4.



(%] RStudio
File Edit Code View Plots Session Build Debug Profile Tools Help

S - O a2~ * Addins -
© | CA1 Practise Solutions.R © | ADM Data Preprocessing.R @) Untitled1* @ | FirstCutResearch.R* @] Untitled2* 9 PR boruta_output boruta.df =
Source an Save A~ +Run | =% Source -
93 playerdata_s1g37 <- read.csv(slg37, stringsAsFactors = T)
94 playerdata s1g38 <- read.csv(s1g38, stringsasFactors = T)
95
96 ###Merging all gameweek data to form a Seasons dataset
97 gwlandZ <- rbind(playerdata slgl,playerdata slg2,playerdata_slg3,playerdata_slg4,playerdata_slg5,playerdata slgs6,
98 playerdata_s1g7,playerdata_s1g8,playerdata_s1g9,playerdata_s1gl0,playerdata_sigll,playerdata_sigl2,
a9 playerdata slgl3,playerdata slgld,playerdata_slgl5,playerdata_slglé,playerdata slgl7,playerdata slgls,
100 playerdata_s1g19,playerdata_s1g20,playerdata_s1g21,playerdata_s1g22,playerdata_s1g23,playerdata_s1g24,
101 playerdata_s1g25,playerdata_s1g26,playerdata_s1g27,playerdata_s1g28,playerdata_s1g29,playerdata_s1g30,
102 playerdata slg3l,playerdata slg32,playerdata_slg33,playerdata_slg34,playerdata s1g35,playerdata s1g36,
103 playerdata_s1g37,playerdata_s1g38)
104
105 gwland2[["Season"]] <- "1"
106 gwlandZ3opponent_team <- as.factor (gwland2fopponent_team)
107 gwland2fopponent_team <- factor (gwland2Sopponent_team, levels = c(1:20), Tlabels=c ournemouth”, "Burnley”,
108 ", "crystal Palace”,"Everton”,
109 "HUl1","Leicester”, "Liverpool”,
110 anchester City’ anchester united”,
111 iddlesbrough”, "southampton”, "stoke",
112 inderland”, "swansea", "Tottenham”,
113 atford lest Bromwich Albion",
114 west Ham"))
115
116 ##write. csv( asonlcombinedpata. "L = FALSE) ##temporary commented
117

118 rm(list =c("playerdata_sigl","playerdata_s1gi0"”,"playerdata_silgil”,”

layerdata_s1gl2"”,"playerdata sl1gl3”,"playerdata_slgld”
119 "playerdata_slgl5","playerdata_sl1glé”,"playerdata_sigl7","

‘playerdata_slglg”,"playerdata_s1gld”,"playerdata_slg2"

120 ,'playerdata_s1g20","playerdata_s1g21","playerdata_s1g22","playerdata_s1g23","playerdata_s1g24","playerdata_s1g25"
121 ., 'playerdata_s1g26”,"playerdata_s1g27","playerdata_s1g28", "playerdata_s1g29", "playerdata_sl1g3", "playerdata si1g30"”
122 ,'playerdata_s1g31","playerdata_s1g32","playerdata_s1g33","playerdata_s1g34","playerdata_s1g35"," "playerdata_s1g36"
123 ., "playerdata_s1g37","playerdata_s1g38","playerdata_slgd4","playerdata_slg>", "playerdata_slg6”, "playerdata_slg7"

124 ,"playerdata_s1g8","playerdata_s1g9"))

125

126 rm(1ist =c("slgl","s1gl0","slgll","s1gl2","s1gl3","slgld"

127 ,"'s1gls5”,"s1gl6","s1gl7", "s1g1&","s1g19", "s1g2"

128 "=1A20" "=1a21" "=1A22" "s1a73" "s1a24" "=1025°

129 * &

Figure 4: Merging Gameweek datasets

@

RStudio

m

ile Edit Code View Plots Session Build Debug Profile Tools Help
LEREN + SR - Addins =

©'| CA 1 Practise Solutions.R ©' ADM Data Preprocessing.R O Untitled1* @) FirstCutResearch.R* O Untitled2* O PITR boruta_output baoruta.df =

Source on Save L /- +Run | % Source ~
432 ### season3 A
433 raw_players_s3 <- "2018-19/players_raw.csv"
434
435 raw_players_data s3 <- read.csv(raw_players_s3, stringsAsFactors = T)
436
437
438 raw_players_data_s3[["Player_Name"]] <- paste(raw_players_data_s3$first_name,raw_players_data_s3$second_name,sep = "_")
439
440 raw_players_data_s3iplayer_Name <- iconv(raw_players_data_s3iplayer_Name, from="UTF-8", to="LATINL")
441
442
443 raw_players_data_s3$team <- as.factor(raw_players_data_s3$team)
444 raw_players_data_s3%element_type <- as.factor(raw_players_data_s3Selement_type)
445
446
447  raw_players_data_s3iteam =- factor (raw_players_data_s3Steam, levels = c(1:20), labels=c("arsenal”, "sournemouth”, "Brighton”, "surnley”,
448 "cardif ‘Chelsea"”,"crystal Palace
449 "Fulham”, "Huddersfield", "Leicester"”,"Liverpoal”,
450 "Manchester City anchester United",
451 "Newcastle united”,"southampton”,
452 "Tottenham”, "watford”, "west Ham",
453 "wolverhampton wanderers
454
455 raw_players_data_s3jelement_type <- factor (raw_players_data_s3Selement_type, levels = c(1:4), labels = c("GK","DEF","MID", "FWD"))
456
457 raw_players_data_s3 <- raw_players_data_s3[,c(59,1,2,3:58)] ##Bringing player nam
438 raw_players_data s3 <- raw_players_data_s3[order (raw_players_data_s33player_Name),] ##,
459
460
461 ~
462
463
464 gwland2STeam <- raw_players_data$team[match(gwland2$name,raw_players_dataSPlayer_Name)]
465 gwland2%Position <- raw_players_datalelement_type[match(gwland2$name,raw_players_data$Player_Name) ]

olumn 1
ing in alphabetical order

1atching Team Name and Position with Player Name from DB2 to DB f#

Figure 5: Matching Player Name from raw file to obtain Position

We then worked on the raw player dataset to obtain player position from the file. This would
be done by matching player name and team. Hence, we had to make a naming conversion
from ‘UTF-8” to ‘LATIN1’ to handle the special characters.

Once the data from Dataset 1 had been processed, we initiated our work on dataset 2. Similar
to working on the raw player file, we were going to match multiple parameters to pull the
underlying stats of Expected Goals (xG) and Expected Assists (xA). These parameters were:
Player Name, Player Team, Player Opponent and Match Date. After a first round of
attempting a match we found a lot of missing values in the combined dataset. On further
inspection, it was observed that certain games had a difference of 1 day in their date and also



the dataset provided by understat held player names as the popularly known names or
nicknames while FPL had their official names. Hence, we had to pull the names from the two

datasets and find a workaround on Excel (shown is Figure 6).

Name Issue - Excel

Murtaza

File Home Insert Page Layout Formulas Data Review View Help Team 2 Tell me what you want to do
B b ===» 1 B Ry s
[ copy - B
Paste B u b . A 3 5
- - $
Clipboard ] Font Alignment Number Styles Cells
" Ho s
SUM - X« [fe | =IF(ISERROR{MATCH($I3,5):41,0)),"No match in B","1")
B C D E F | J K L M N
1
2 Combined Raw_Data ~ |All Season Stat =
3 Bernard_Anicio_Caldeira_Duarte Bernard =IF(ISERROR(MATCH(513,5):5J,0)),"No match in B","1")
4 Bruno_Saltor_Grau Bruno No match No matchin B
5 Emerson_Palmieri_dos_Santos Emerson No match No matchin B
6 Fabio_Pereira_da_Silva Fabio No match No matchin B
7 Fernando_Francisco_Reges Fernando No match No matchin B
8 Frederico_Rodrigues_de_Paula_Santos Fred No match No matchin B
9 Gabriel_Armando_de_Abreu Gabriel No match No matchin B
10 Jonathan_Castro_Otto Jonny No match No match in B
1 Pedro_Rodriguez_Ledesma Pedro No match No matchin B
12 Bernardo_Fernandes_da_Silva_Junior Bernardo No match No matchin B
13 Adridn_San_Miguel_del_Castillo Adridn No match No matchin B
14 Adrien_Sebastian_Perruchet_Silva Adrien_Silva No match No matchin B
15 Ahmed_El-Sayed_Hegazi Ahmed_Hegazy No match No matchin B
16 Aleix_Garcia_Serrano Aleix_Garcia No match No matchin B
17 Alexandre_Nascimento_Costa_Silva Xande_Silva No match No matchin B
18 Alisson_Ramses_Becker Alisson No match No matchin B
19 Allan-Roméo_Nyom Nyom No match No matchin B
20 André_Filipe_Tavares_Gomes André_Gomes No match No matchin B
1 André-Frank Zambo Anguissa Franck Zambo No match No match in B
Sheet1 ‘ Sheet2 ‘ ® “

There were around 85 players with name mismatches which had to be then manually substituted by

Figure 6: Player Name mismatch analysis in Excel

using the sub() function in RStudio.

e RStudio
File Edit Code Miew Plots Session Build Debug Profile Tools Help
o - O - - Addins -
@ | CA1 Practise Solutions.R ©'] ADM Data Preprocessing.R @ | Untitled1* @ | FirstCutResearch.R* @ | Untitled2* @] PTR boruta_output

Q -

Source on Save

borutz

77
502 »
515 v ##FHEERRRARRAAEEEEEERR Clea in DB1
523 BRREEAEEELEEAEEEEEEEE  WOPKING ON DIAVEr MiCknames FéfesssEEEssaasEEEEsg
524
525 All_Season_statiPlayer <- sub("adrian”,”Adrian_san_Miguel_del_castillo"”,All_Season_statiPlayer)
526 all_season_statiPlayer <- sub("adrien_silva","adrien_sebastian_perruchet_silva",all_season_statiplayer)
527 All_Season_stat$Player <- sub("ahmed_Hegazy","Ahmed_E1-Sayed_Hegazi",All_Season_stat3$player)
528 all_season_statiPlayer <- sub("aleix Garcia”,"aleix _sarcia serrano”,All_season_statiplayer)
529 All_Season_statiPlayer <- sub("xande_silva","Alexandre_Nascimento_Costa_silva”,All_Season_stats$Player)
530 all_season_statiPlayer <- sub("alisson”,"alisson_rRamses pecker”,all_season_statiplayer)
531 All_Season_stat$Player <- sub("Nyom"”,"ATllan-roméo_Nyom",A11_Season_stat$Player)
532 All_Season_stat3Player <- sub("andré_comes","andré_Filipe_Tavares_comes",All_Season_statiPlayer)
533 All_season_statiPlayer =- sub("Franck_zambo","André-Frank_zambo_Anguissa”,All_season_statiPlayer)
534 All_Season_statiPlayer <- sub("Jazz_Richards","Ashley_barel_Jazz_Richards",Al1_season_stat$Player)
535 all_season_statiPlayer <- sub("Dele_alli”,"samidele_alli",al1_season_statirlayer)
536 All_Season_stat$Player <- sub("Bernardo_s5il ', "Bernardo_Mota_veiga_de_carvalho_e_silva",All_Season_stat3$prlayer)
537 all_season_statiPlayer <- sub("Léo_sonatini”,"Bonatini_Lohner_maia Bonatini”,All_season_statiprlayer)
538 All_Season_stat$Player <- sub("Brad_cuzan","Bradley_Guzan",Al1_Season_statirlayer)
539 all_season_statiPlayer <- sub("Brad_smith","sradley_smith",Al1_season_statirlayer)
540 Al1_Season_statiPlayer <- sub("Lee_Chung-yong", "Chung-yong_Lee",Al1_Season_statirlayer)
541 All_Season_stat3Player <- sub("Danilo”,"Danilo_Luiz_da_silva",All_Season_statiPlayer)
542 All_Season_statiPlayer =- sub("Junior_Hoilett"”, "David_Junior_Hoilett”,Al1_Season_statiPlayer)
543 All_Season_statiPlayer <- sub("David_Luiz","David_Luiz_Moreira_Marinho"”,All_Season_statiPlayer)
544  all_season_statiPlayer <- sub("Diego cCosta”,"Diego_pDa silva costa”,all_season_statirlayer)
545 All_Season_stat$Player <- sub("Ederson”,"Ederson_santana_de_Moraes"”,All_Season_stat$Player)
546 all_season_statiPlayer <- sub("eddie nketiah”,"edward nketiah",Al1_season_statiplayer)
547 All_Season_stat$Player <- sub("Nsue"”,"Emilio_Nsue_Lopez",AT1_Season_statipPlayer)
548 All_season_statiPlayer <- sub("evandro”,"evandro_coebel”,All_season_statirlayer)
549 Al1_Season_statiPlayer <- sub("Fabinho","Fabio_Henrique_Tavares"”,Al1_season_statiPlayer)
550 All_Season_stat3Player <- sub("Fabri”,"Fabricio_Agosto_Ramirez",All_Season_statiPlayer)
551 All_Season_statiPlayer =- sub("Felipe_Anderson”,"Felipe_Anderson_rereira_comes",All_Season_statiPlayer)
552 All_Season_statiPlayer <- sub("Fernandinho"”,"Fernando_Luiz_Rosa",All_season_stat$Player)
553 all_season_statiPlayer <- sub("Fousseni_pial e","Fousseni_Diabaté”,all_season_statirlayer)
554 211 ;oo ceeinlolen Tl e L S i N T AN
cEE <
523:61 [ Working on player nicknames

Figure 7: Player Name mismatch handling in RStudio



This was followed by data cleaning where duplicate rows and unwanted columns were
removed. Player value did not have a decimal value and was hence divided by 10. Also, upon
merging 2 columns highlighting key passes shared the same data but did not match in values.
This was handled by assigning a new column which held the maximum of the two on
comparison. A new parameter called player form was introduced as it was not present in the
dataset. As per FPL, the player form is the average of the points earned in the last 30 days
(roughly 4 gameweeks). Missing values in xG, XA and shots were observed after merging
datasets. This was handled by assigning 0 value to players who did not play a game on that
day. As xG and xA are sum of the probabilities of shots being converted to goals and key
passes being possible assists respectively. A value of 1 was placed to any remaining player
with missing data in shots if he had scored a goal. The remaining values were then imputed
by prediction using the ANOVA method and the rpart function which can be observed in
Figure 8.

2.2 Data Transformation and Feature Selection

(E) RStudio

File Edit Code WYiew Plots Session Build Debug Profile Tools Help

o - R i - Addins =

@] CA1 Practise Solutions R © | ADM Data Prepracessing.R ©] Untitled1* ©'] FirstCutResearch.R* ©] Untitled2* @ PITR boruta_output boruta.df
Source on save 4L S = Run = Source

oyg
695 ##Rpart Imputation
696
897
698 #shots
699  set.seed(1443)
700 anova_mod <- rpart(shots -~ . - total_points, data=df_impute[!is.nal(df_Imputefshors), ], method="anova", na.action=na.omit)
701 shots_pred <- predict(anova_mod, df_Impute[is.na(df_Imputeishots), ])
702 shots_pred <- round(shots_pred,digits = 0)
703
704 df_Imputeishots[is.na(df_Imputesshots)] <- shots_pred[l:sum(is.na(df_Imputeishots))]
705
706
707 df_imputeicheckl <- ifelse(df_imputeigoals_scored=="1",1,0)
708 df_imputeicheck2 <- ifelse(df_imputefshots=="0",1,0)
709 df_Imputeicheck3 <- ifelse(df_ImputeiCheckl==df_Imputeicheck?,df_Imputescheckl,"Ignore")
710 df_Imputeishots <- ifelse(df_Imputeicheck3=="1",0,df_Impute$shots)
711 #xG
712 df_ImputeixG <- Cleaned_Extracted DataixG
713  df_ImputeixG <- ifelse(df_Imputeishots=="0",0,df_ImputeixG)
714 set.seed(1443)
715 anova_mod <- rpart(xG ~ . - shots, data=df_iImpute[!is.na(df_Imputeixg), 1, method="anova", na.action=na.omit)
716 shots_pred <- predict(anova_mod, df_Impute[is.na(df_Imputeixa), 1)
717
718 df_ImputeixG[is.na(df_Impute$xc)] <- shots_pred[1:sum(is.na(df_ImputeixG))]
719 df_Impute <- subset(df_Impute, select=-c(Checkl,Check2,check3))
720
721 #xA
722 df_imputeixa <- cleaned_extracted_bataixa
723 set.seed(1443)
724 anova_mod <- rpart(xa -~ . - shots, data=df_Impute[!is.na(df_Imputeixa), 1, method="anova", na.action=na.omit)
725 xa_pred <- predict(anova_mod, df_Impute[is.na(df_Imputeixa), 1)
726
727 df_Imputeixal[is.na(df_Impute$xa)] <- shots_pred[l:sum(is.na(df_Imputeixa))]
728
729 #write.csv(df Impute."Imputework.csv".row.names = FALSE)
730 ¢

Figure 8: Handling missing values

Once the missing data had been taken care of, we worked on utilizing the in-game statistics in
our dataset. As we cannot use these values to predict that particular entry, we make a
summation of all its previous values and shift it to the next week entry where it acts as
historical data. This transformation can be observed in Figure 9.



(T RStudio
File Edit Code View Plots Session Build Debug Profile Tools Help
O - OFm | - ~ Addins v
@' CA 1 Practise Solutions.R @] ADM Data Preprocessing.R @] Untitled1* @' FirstCutResearch.R @] Untitled2* @ PITR boruta_output
Source on Save L /S
v Ul£3xA. 1dyl = 11gI158LUl £ 1U0== 1 ,U,Ul £3XA, 1dyLl)
908 df2ishots.lagl = ifelse(df2sid=="1",0,df23shots. Tagl)
309
910 df2 = dfz =
911 group_by( P'Iayer Team,SeasonNo) =%
912 mutate{Assist.sum = cumsum ass‘lst 1ag].“ %=
913 mutate(goals_conceded. sum = cumsum(goals_ conceded.'lagl'}': %%
914 mutate(bonus.sum = cumsum{bonus.lagl)) %%
915 mutate(Key_Passes.sum = cumsum(Key_Passes.lagl)) =%
916 mutate(clean_sheets.sum = cumsum(clean_sheets. Tagl %%
917 mutate(own_goals.sum = cumsum{own_goals.lagl)) =%
918 mutate(yellow_cards.sum = cumsum(yellow_cards.lagl)) %%
919 mutate(red_cards.sum = cumsum{red_cards.lagl)) =%
920 mutate(winning_goals.sum = cumsum(winning_goals.lagl)) %=%
921 mutate(attempted_passes.sum = cumsum( 'attempted passes. lagl)) =%
922 mutate(big_chances_created. sum = cumsum(big_chances_created. lagl)) *-%
923 mutate(big_chances_missed.sum = cumsum{big_chances_missed.lagl)) =%
924 mutate(clearances_blocks_interceptions.sum = cumsum{clearances_| tﬂucks _interceptions.lagl)) =%
925 mutate(completed_passes.sum = cumsum(completed_passes.lagl)) %-%
926 mutate(dribbles.sum = cumsum(dribbles.lagl)) ==%
927 mutate(errors_leading_to_ goaﬂ sum = cumsum( er‘rorsjead'ing,to,goﬂ.1ag]._:} %%
928 mutate(errors_leading_to_goal_attempt.sum = cumsum{errors_leading_to_goal_attempt.lagl)) =%
929 mutate(fouls.sum = cumsum(fouls.lagl)) =%
930 mutate(offside.sum = cumsum(offside.l ) %
931 mutate(open_play_crosses.sum = cumsum_open play_crosses. lagl))
932 mutate(penalties_conceded.sum = cumsum{penalties_conceded. 'Iag]. %
933 mutate(penalties_missed.sum = cumsum':pena'lt'i es_missed.lagl)) =%
934 mutate(penalties_saved.sum = cumsum( penaﬂtwes saved.1agl_]_) =%
935 mutate(recoveries.sum = cumsum( recoverwes Tagl)) =%
936 mutate(saves.sum = cumsum{saves.lagl)]
937 mutate(tackled.sum = cumsu :tack'led.'\ag
938 mutate(tackles.sum = cumsum(tackles.lag ‘
939 mutate(target_missed.sum = cumsum(target_| nﬂssed 1agl o>
940 mutate(goals_scored.sum = cumsum(goals_scored.lagl)) &%
941 mutate(shots.sum = Eumsum.:shuts.'lagl:) )
942
943 <

The dataset had been completely processed and ready to use for modelling, but we had to
ensure we did appropriate feature selection and hence applied Boruta algorithm on around 50
attributes which rejected only “penalties missed” and accepted all the other parameters.
Below is the plot of the analysis. As we can see in Figure 11, the underlying statistics of FPL
i.e, Influence, Threat, Creativity and ICT index are all important parameters. While xG and
XA have a relatively low importance, we hold on to them and remove the 9 least important

Figure 9: Summation of in-game statistics used as historic dat

variables including the rejected variable which can be seen in figure 10.
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1065 1z —Tappi{f?ﬁém borutau:utput[[ _rrpH'IStDr"Y *11),function(i)
1066 boruta_output [["ImpHistory”]][is.finite(boruta_output[["ImpHistory"]1[,i1),i1)
1067

1068 names(1z)
1069 Labels

- colnames( borutloutput[[ ImpHistory™]1)
sort(sapply(1z,median)

1070 axis(side = 1,las=2, '\abe]s = mames Labels),

1071 at = l:n(u'\.buruthutput[["erpHistDry"]]'), cex.axis = 0.7)
1072

1073 boruta.df <- attstats(boruta_output)

1074

1075

1076

1077 ##Removing penalties missed as suggested by Boruta

1078 df5 = subset(df5,select =
1079

-(penalties_missed.su

1080 df5 =- read.csv("df5.csv”, stringsasFactors = T)
1081

1082 df59xG

1083 ##Removing Least impor :.r‘r attributes as per Boruta
1084 df5 <- read.csv("df5.csv",stringsAsFactors ™
1085 |

1086 df5 <- subset(df5,selec -(red_cards. sum))

1087 df5 =- subset(df5,selec (seasonNo))

1088 df5 = subset(dfs5,selec ‘penalties_saved.sum))

1089 df5 <- subset(df5,selec ‘penalties_conceded. sum))

T
T
T
T
T
T
T
T

1090 df5 = subset(dfs5,selec wn,goa"ls.sum:_)

1091 df5 <- subset(dfs,selec nning_goals. sum)

1092 df5 =- subset(df5,selec ‘errors_leading_to goa] sum)

1093 df5 =- subset(df5,selec ~(errors_leading_to_goal_: attempt sum)
1094

1095 - u ﬂchr g Training Models####

1096
1097 set.seed(1443)

1098 index =- createDataPartition(dfsistatus, p = 0.7, Tist = FALSE)
1099 train_data <- df5[index, ]

1100 ¢ - -

1085:1 Feature Selection =

Console

Figure 10: Removal of attributes based on Boruta Algorithm
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Figure 11: Boruta Algorithm plot

3 Modelling

We have applied 2 cases of Random Forest and XGBoost with and without underlying stats.
Also 4 different types of sampling have been done to handle class imbalance. Validation of
training data sets have been done by k-fold validation.



Sampling

1095 - ##sssssssddasdassatiuilding Training Models#ssssssssss

1096 ###Training and Testing

1097 set.seed(1443)

1098 dindex =- createDataPartition{dfsistatus, p = 0.7, 1list = FALSE)
1099 train_data =- dfs[index, ]

1100 test_data =- dfs[-index, ]

df6 - dfs

dfe =
dfe =

subset (dfé,select= -(xG))
subset (dfe,select= -(xa))

set.seed(1443)

index <- createDataPartition(df5istatus, p = 0.7, Tist = FALSE)
train_data =- df6[index, ]

test_data =- dfe[-index, ]

###Hand1ing Class Imbalance

#over sampling
data_balanced_over =- ovun.sample(Status — ., data = train_data, method = "over",N = 60940)3%data ##N = no. of rows
table(data_balanced_overistatus)

#under sampling
data_balanced_under <- owun.sample(Status ~ ., data = train_data, method = "under”, N = 9922, seed = 1443)%data
table(data_balanced_under$status)

#Combination of undersampling and oversampling
data_balanced_both =- ovun.sample(status —~ ., data = train_data, method = "both", p=0.5,
table(data_balanced_bothistatus)

##Using Rose function for handling class imbalance
data_balanced_rose <- ROSE(Status -~ ., data = train_data, seed = 1)%data
table(data.rosefstatus)

Random Forest

###Creating Training and Testing Data

set.seed(1443)

index =- createpataPartition(df5$status, p = 0.7, Tist = FALSE)
train_data <=- df5[index, ]

test_data <=- dfs5[-index, ]

table(train_datalstatus) ##Clear case of Class Imbalance
###Handling Class Imbalance

#over sampling
data_balanced_over =- ovun.sample(Status ~ ., data = train_data, method = "over",N = 60886)%data ##N = no. of rows i
table(data_balanced_over$status)

#uUnder sampling
data_balanced_under =- ovun.sample(sStatus ~ ., data = train_data, method = "under”, N = 9976, seed = 1443)%data
table(data_balanced_under $status)

#Combination of undersampling and oversampling
data_balanced_both =- ovun.sample(Status ~ ., data = train_data, method = "both", p=0.5,
table(data_balanced_bothistatus)

##Using Rose function for handling class imbalance

data.rose =- ROSE(Status -~ ., data = train_data, seed = 1)%data
table(data.rosefstatus)

####Cross validation



##E#Cross valid

set.seed(1443)
inTrain_over =
inTrain_under =
inTrain_both =
inTrain_rose

ation

createDataPartition(data_balanced_overistatus, p

createpatarPartition(data_balanced_under status,
createpataPartition(data_balanced_bothistatus, p
createbataPartition{data.rose$status, p = 0.05,

== 0

crossy = train_datal-inTrain_over, ]
crossy = train_datal-inTrain_under, ]
crossy = train_datal-inTrain_both, ]
crossy = train_data[-inTrain_rose, ]

trainingZover = data balanced_over [inTrain_over,

]

training2Zunder = data_balanced_under[inTrain_under, ]

trainingzboth = data_balanced_both[inTrain_both,
training2rose = data.rose[inTrain_rose, ]

####Training validated Models
modover = suppressMessages|(

]

train(status ~ ., method = "rf", data = training2over,
trControl = trainControl{method = "cv"), number = 25)
modover $finalModel
modunder = suppressMessages(
train(status ~ ., method = "rf", data = training2under,
trcontrol = trainControl (method = "cv"), number = 25)
modunder $finalModel
modboth = supbressMessaoes(
<
####Training validated Models
modover = suppressMessages(
train(status -~ ., method = "rf", data = training2over,

trfontrol = trainControl(method =

modover ifinalModel

modunder = suppressMessages|

train{status ~ ., method = "rf", data =
trcontrol = trainControl (method =

modunder $finalMmodel

modboth = suppressMessages(

train{status ~ ., method = "rf", data =
trControl = trainControl(method =

modbothifinalMode

modrose = suppressMessages|

train{status ~ ., method = "rf", data =
trControl = trainControl{method =

modroseifinalModel

10

cv'), number

training2under

cv''), number

training2both,

cv''), number

training2rose,

cv'"), number

0%, 1ist =
0.05, list
05, list =
= F)
25)
25)
25)
25)



XGBoost

#HRAFXGBOOSTHAFAHH#H

new_train_over =- model.matrix(~ . + 0, data = data_balanced_over[, 1:37]) ###Conversion to Matrix required for XGE
new_train_under <- model.matrix(~ . + 0, data = data_balanced_under[, 1:37]) ###Conversion to Matrix required for x
new_train_both <=- model.matrix(~ . + 0, data = data_balanced_both[, 1:37]) ###Conversion to Matrix required for XGE
new_train_rose <- model.matrix(~ . + 0, data = data.rose[, 1:37]) ###Conversion to Matrix required for XGBoost
new_test <- model.matrix(~ . + 0, data = test_datal[, 1:37])

xgb_train_over =- xgb.DMatrix(data = new_train_over, label = data_balanced_over$status) ###Preparing Matrices
xgb_train_under =- xgb.DMatrix(data = new_train_under, Tabel = data_balanced_underistatus) ###Preparing Matrices
xgb_train_both =- xgb.bomatrix(data = new_train_both, label = data_balanced_bothistatus) ###Preparing matrices
xgb_train_rose <- xgb.DMatrix(data = new_train_rose, label = data.rose$status) ###Preparing Matrices

xgb_test <- xgb.DMatrix(data = new_test, label = test_datalstatus)

# set parameters(default)
params =- list(booster = "gbtree", objective = "multi:softprob”, num_class = 6, eval_metric = "mlogloss™)

# applying 10 folds for cross-validation
xgbcv_over <- xgb.cv(params = params, data = xgb_train_over, nrounds = 100, nfold = 10, showsd = TRUE,
stratified = TRUE, print_every_n = 10, early_stop_round = 20, maximize = FALSE, prediction = TRUE)
xgbcv_under =- xgb.cv(params = params, data = xgb_train_under, nrounds = 100, nfold = 10, showsd = TRUE,
stratified = TRUE, print_every_n = 10, early_stop_round = 20, maximize = FALSE, prediction = TRL
xgbcv_both <- xgb.cv(params = params, data = xgb_train_both, nrounds = 100, nfold = 10, showsd = TRUE,
stratified = TRUE, print_every_n = 10, early_stop_round = 20, maximize = FALSE, prediction = TRUE)
xgbcv_rose <- xgb.cv(params = params, data = xgb_train_rose, nrounds = 100, nfold = 10, showsd = TRUE,
| stratvified = TRuE, print_every_n = 10, early_stop_round = 20, maximize = FaLse, prediction = TRUE

##Prediction and Confusion Matrix of oOversampling Training
0OF_prediction_over =- data.frame(xgbcv_overipred) =%
mutate(max_prob = max.col(., ties.method = "last"),
label = data_balanced_over$status + 1)

##Prediction and Confusion Matrix of Oversampling Training
O0F_prediction_over <- data.frame(xgbcv_overipred) %%
mutate(max_prob = max.col(., ties.method = "last"),
label = data_balanced_overistatus + 1)

confusionMatrix(factor (0OF_prediction_over imax_prob),
factor (0OF_prediction_over $label),
mode = "everything™)

##Prediction and Confusion Matrix of Undersampling Training
O0F_prediction_under =- data.frame(xgbcv_underipred) =%
mutate(max_prob = max.col(., ties.method = "last"),
label = data_balanced_underfstatus + 1)

confusionMatrix(factor (0OF_prediction_under imax_prob),
factor (0oF_prediction_under $1abel),
mode = "everything™)

##Prediction and Confusion Matrix of Both Training
00F_prediction_both <- data.frame(xgbcv_bothipred) =%
mutate(max_prob = max.col(., ties.method = "last"),

label = data_balanced_bothistatus + 1)

confusionMatrix(factor (0oF_prediction_bothimax_prob),
factor (0oF_prediction_bothilabel),
mode = "everything™)

##Prediction and Confusion Matrix of Rose Training
O0F_prediction_rose <- data.frame(xghcv_rosefpred) =%
mutate(max_prob = max.col(., ties.method = "last"),

label = data.rosefstatus + 1)

confusiornMatrix(factor (0OF_prediction_roseimax_prob),
factor (0OF prediction roseflabel’.

-
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