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Salam Adedokun
Student ID: x18156037

1 Introduction
This Document contains instructions to completely reproduce the housing, price prediction and

classification models. Below are the requirements and steps to take to reproduce the machine
learning models.

2 Hardware Set-Up

Windows edition

Windows 10 Home -- .

© 2018 Microsoft Corporation. All rights reserved. .. WI n d OWS 1 O
System

Processor: AMD FX-7500 Radeon R7, 10 Compute Cores 4C+6G 2,10 GHz

Installed memoary (RAM):  8.00 GB (6.97 GB usable)

System type: 64-bit Operating System, xB4-based processor I

Pen and Touch: No Pen or Touch Input is available for this Display

Support Infermation

Computer name, domain, and workgroup settings

Computer name: Adekunle W Change settings

Full computer name: Adekunle

Computer description:

Workgroup: WORKGROUP

Windows activation

‘Windows is activated Read the Microsoft Seftware License Terms

Figure 1: Computer Specifications

The specification of the HP laptop used for the implementation of this project is shown in Figure 1.
This is a Windows 10 Operating system, with 8GB RAM, 10 compute cores and AMD FX-7500 Radeon
R7. As of the day of this implementation, the laptop is in good condition.

3 Environment Set-Up

There are three environments that were used and should be set-up if you do not have the
environment.

Rstudio

Google Colaboratory notebook for R
Google Geocoding API

Power Bi

PwNE



3.1 RStudio

To set-up the Rstudio on windows, the initial step is to download R on http://www.r-project.org/
and then download the Rstudio at http://www.rstudio.com/. The steps to install Rstudio for
windows is show in Figure 2 below. For detailed steps on how to install Rstudio for Mac, check this
link:
https://courses.edx.org/courses/UTAustinX/UT.7.01x/3T2014/56c5437b88fa43cf828bff5371c6a924/

To Install R:

1. Open an internet browser and go to www.r-project.org.
2. Click the "download R" link in the middle of the page under "Getting Started.”
3. Select a CRAN location (a mirror site) and click the corresponding link.
4. Click on the "Download R for Windows" link at the top of the page.
5. Click on the "install R for the first time” link at the top of the page.
6. Click "Download R for Windows™ and save the executable file somewhere on your computer. Run the .exe file and follow the installation instructions.
7. Now that R is installed, you need to download and install RStudio.
To Install RStudio
1. Go to www.rstudio.com and click on the "Download RStudio™ button.
2. Click on "Download RStudio Desktop.”
3. Click on the version recommended for your system, or the latest Windows version, and save the executable file. Run the .exe file and follow the installation
instructions.

To Install the SDSFoundations Package

1. Download SDSFoundations to your desktop (make sure it has the ".zip" extension).
2. Open RStudio.

3. Click on the Packages tab in the bottom right window.

4. Click "Install."

5. Select install from "Package Archive File."

Figure 2: Steps for the Installation of Rstudio on Windows

3.2 Google Colaboratory Notebook for R

The Google Colaboratory notebook for R was adopted then due to the issue of “inefficient memory”
experienced when running codes that produce multiple matrices.

e The first step is to create a gmail account

e C(Create a google cloud Project. Google cloud

e Enable billing attached to the google cloud account

e Enable the computing APl as in Figure 3

e Go to Al platform notebook as shown in Figure 4 and select R 3.6 instance
e Open anew notebook in the jupyter lab and execute your R codes Figure 5


http://www.r-project.org/
http://www.rstudio.com/
https://courses.edx.org/courses/UTAustinX/UT.7.01x/3T2014/56c5437b88fa43cf828bff5371c6a924/
https://console.cloud.google.com/projectselector2/home/dashboard?_ga=2.239135363.-148724867.1573588573&_gac=1.187280218.1575985757.CjwKCAiAob3vBRAUEiwAIbs5Tr6wcSjDr21YJhmt4iNdStAUuECcLSWgn7NDQOPIMO1L0XFl8Vbs5RoC2DMQAvD_BwE

Before you begin

YW Beta

This product or feature is in a pre-release state and might change or have limited
support. For more information, see the product launch stages.

Before you can use Al Platform Notebooks, you must have a Google Cloud project and
enable the Compute Engine API for that project.

1. In the Cloud Consocle, on the project selector page, select or create a Google Cloud
project.

GO TO THE PROJECT SELECTOR PAGE

2. Make sure that billing is enabled for your Google Cloud project. Learn how to
confirm billing is enabled for your project.

3. Enable the Compute Engine API.
ENABLE THE API

Figure 3: Enable the compute API

Create a new instance with default options ™

To create an Al Platform Notebooks instance with default options, follow these steps:

1. Go to the Al Platform Notebooks page in the Google Cloud Console.

GO TO THE Al PLATFORM NOTEBOOKS PAGE

2. Select [gg New Instance, select an instance type (for example, TensorFlow 2.0), and
then choose whether to include a GPU.

NEW INSTANCE C REFRESH » START m STOP ) RESET i DELETE

Customize instance

R3.6
R 3.6 and key libraries pre-installed e .

CPUs, 15 GB NVIDIA Tesla
Python M~ X1 v
Python 2 and 3 with Pandas, SciKit Learn and other key packages pre-installed

*CPUs, 15 GB M -
TensorFlow 1.14 b M one
TensorFlow 1,74 pre-installed with support for Keras 1
TensorFlow 2.0 , Without GPUs

TensorFlow 2.0 pre-installed with support for Keras

With 1 NVIDIA Tesla KBD
Pytorch 1.2

Figure 4: Create instance for Google Cloud



Create a notebook for use with R and Python ™

To use rpy2 to work with both R and Python in the same notebook, create a Python 3
notebook. To create the notebook:

1. Go to the Al Platform Notebooks page in the Google Cloud Console.

GO TO THE Al PLATFORM NOTEBOOKS PAGE

2. Select Open JupyterLab for the R instance that you want to open.

3. Select File -> New -> Notebook. Select the Python 3 kernel for your new notebook,
You can also create a Python notebook using the Launcher.

File = Edit View Run Kernel Git Tabs Settings Help

= biew » B Console
New Launcher oKL "] Notebook
Termi
3‘, New View for Notebook B Terminal
" Ti Fil
New Console for Notebook B TextFile
Lo L_|

4. Select File -> Rename notebook and change the name of the untitled notebook to
something meaningful, such as "rpy2.ipynb."

Figure 5: Create a notebook

3.3 Google Geocoding API

The initial step to setting up a google API is to have a gmail account then get an API key,
e Go to the google cloud console

Create credentials

Then create API

And restrict the APl to Geocoding

The API code is used for Authentication in Rstudio when converting addresses too
coordinates



Get the APl key T

You must have at least one AP key associated with your project.
To get an API key:

1. Go to the Google Cloud Platform Console.

2. Click the project drop-down and select or create the project for which you want to
add an APl key.

3. Click the menu button Bl and select APIs & Services > Credentials.

4. On the Credentials page, click Create credentials > API key.
The API key created dialog displays your newly created API key.

5. Click Close.
The new API key is listed on the Credentials page under API keys.
{Remember to restrict the API key before using it in production.)

Figure 6: Get API key

3.4 Power Bl

Download the Power Bl desktop application on https://powerbi.microsoft.com/en-us/downloads/
Figure 7

() + 2

Microsoft Power Bl Desktop

With the Power Bl Desktop you can visually explore your data through a free-form drag-
and-drop canvas, a broad range of modern data visualizations, and an easy-to-use report
authoring experience.

DOWNLOAD

Figure 7: Power Bl download


https://powerbi.microsoft.com/en-us/downloads/

4 Implementation

4.1 Data Source

The sources of the dataset are listed below:

Housing price Dataset: https://www.propertypriceregister.ie/

Bus-stop dataset: https://www.transportforireland.ie/

Garda Station Dataset: https://www.cso.ie/en/statistics/crimeandjustice/
Primary School Dataset: https://data.gov.ie/dataset/primary-schools

4.2 Feature Engineering

The next thing to do here is to geocode the address of the housing price dataset with the geocoding
API through Rstudio. This is shown below in Figure 8

ppr_data <- do.call(rbind, ppr_data)
geocoded_data <- do.call(rbind, geocoded_data)

names (ppr_data) str_replace_all(tolower (names (ppr_data)), " ”
names (ppr_data) [5] "price”
datajprice <- as.numeric(str_replace_all(ppr_data$price, "€

names (ppr_data) [4] ' ppr_county
names (ppr_data) [1] < le_d '
ppr_datajdate ::dmy (ppr_data$sale_date)

ppr_data[, input_string:—paste(address, ppr_county, "Ireland”, sep = ",")]
ppr_data <- merge(ppr_data,
geocoded_data[, Tist(formatted_address, accuracy, latitude, longitude,
postcode, type, year, input_string)],
by=c(“year"”, "input_string"),
all.x = , allow.cartesian = )

map_data <- readshapePoly('Census2011 Small_Areas generalised20m/small_areas gps.shp')

spatial_points <- SpatialpPointsDataFrame(coords = ppr_data[!is.na(latitude),. ngitude,latitude)],
polygon_overlap <- over(spatial_points, map_data)

Figure 8: Geocoding addresses using Google APl on R


https://www.propertypriceregister.ie/
https://www.transportforireland.ie/
https://www.cso.ie/en/statistics/crimeandjustice/
https://data.gov.ie/dataset/primary-schools

The geocoding is then saved as a .csv file, this fine now consists of the coordinates of the houses as

shown in Figure 9
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Figure 9: Excel file of Geocoded locations

We then scrape the coordinates of the garda police station using a web scraping extension called
data miner.

o Install the data miner to you google chrome. Figure 10
o Scrape the data using similar location tags. Figure 11

Remove

Data Scraper - Easy Web Scraping
Offered by: data-miner.io

* % % W A 501 | Productivity ‘ & 191,564 users

Overview Reviews Support Related

Figure 10: Install data miner chrome add-on



Station Directory

Useful contact numbers Search by Division Searq

Please select v Entd 1 Hoverand Select an Element

Media enquiries

2 Choose a Unique Identifier
Social media

Now, select one or more of the elements's attributes which
Ma List uniquely identify the element on the page.
Local services near me P auely v page.

Optional: You can dlick on "Select
Tell us how we are doing Parent" to expand the scope of the  Select Parent
Abbeyfeale UL curent selector

Address Convent Road Address © Element's Classes

© HTML Element Type:
Abbeyfeale >
Coun Co. Limerick Coun
v K © Choose A Sibling Element ( =) Q)

Phane (068) 30010 Phane
3 Review and Edit the JQuery Selector

Mon-Fri 10:00-12:00 Mon-Fri
Review and edit the selector that was automatically

Sat 10:00-12:00 Sat calculated for your element, then click on "Confirm"

Sun closed Sun
Element Selector:

Latitude 52.387297 Latitude

Longitude -2.220012 Longiud|

StationID 4871K Station| Df % View Element's HTML m

More Information

Figure 11:Scraping website with dataminer

Distance measurement:

To measure distance between two points the coordinates are converted to spatial data frame and
the distance from one house to all the school are measured then the function finds the shortest
distance and drops the remaining calculations. Due to the high processing power of this function the
code is run on the google colaboratory notebook under a instance of 16vCPU 104GB as shown in
Figure 12, the implementation on the google colaboratory notebook is captured in Figure 13.

Remote access

Logs

Stackdriver Logging

Serial port 1 (console)
Maore

Instance Id
6133994529674797551

Machine type
n1-highmem-16 (16 vCPUs, 104 GB memaory)

Figure 12: Google Cloud computing resource
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19 days ago l [15]: head(Property p)
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Figure 13: Distance measurement using cloud computing resources

For the creation of the crime zone and their respective garda station name is done by finding the
index of the shortest distance between two points and using the index to identify the crime
occurrence and the name of the garda station on the source csv file the snipped of the code ids
below Figure 14.

nearest_station = spDists(sp.property_a, sp.Crime)

try <- apply(nearest_station, 1, (x) max(which(x == min(x, na.rm =

near_p_station = Crime[try, 2]
crim_oc = crime[try, 18]

property_ajnear_p_station = near_p_station
property_a$Crim_oc = Crim_oc

Figure 14: Crime zoning based on distance to police station

After the features are created, the dataset is checked for missing values and the modelling of the
dataset begins with splitting of the dataset it a 80:20 ratio of training set and test set respectively.



assign <- sample(1:2, size = nrow(P_model), prob =c( ) , replace =

p_model_train <- P_model[assign
p_model_test <- P_model [assign

str(P_model)

set. seed(1

P_MIModel =

prob_pred

svmModel vm(formula = price_range ~ .,
data = P_model_train,
type = 'C-cl ification”,
kernel ‘radial”’
svmPrediction predict(svmModel, P_model_test)
ctable = table(svmPrediction, P_model_test[,"price_range"])

Figure 15: Classification algorithm implementation

cl.rf randomForest(price_range-., data = P_model_train)

predictionRF = predict(Cl.rf, P_model_test[- type = “clas

rtable = table(predictionrRF, P_model_test[,"price_range”])

round( (sum(diag(rtable

cFifty c5.0(formula = price_range ~.,
data = P_model_train,
trials = 1,
value = Tree,
control = C5.0Control (winnow =

c <- predict(cFifty, P_model_test[,

cctable = table(c, P_model_test[, price_range’

sum{diag(cctable))}/ ‘cctable’

Figure 16: Classification algorithm implementation
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ps_model_train = P_model_train
Ps_model_test = P_model_test

Ps_model_trainfvat_exclusive = as.numeric({Ps_model_trainivat_exclusive)

ps_model_testivar_exclusive = as.numeric(Ps_model_testivar_exclusive)

PS_model_train[-1] = scale(PSs_model_train[-11)
PS_model_test[-1] = scale(Ps_model_test[-1])

Figure 17: Feature Scaling
P_model$price = round_any(P_modelSprice, 1

P_model P_model[!
P_model T S
P_model P_model[!

P_model <- P_model
mutate(vat_exclusive = ifelse(vat_exclusive == "No",0,1))

P_model$price = ifelse(P_modelSprice , P_modelifprice)
P_model$price = ifelse(P_modelSprice - , P_modelifprice)

P_model na. omit(P_model)

P_model p_model[, -1]

Figure 18: Removal of Outliers

set.seed(145)

assign <- sample(1:2, size = nrow(P_model), prob =c( , replace =
P_model_train <

P_model_test -

Property_AUC = 1list

Property_Accuracy =

control =- trainControl(method="cv', number=2
metric <- "RMSE’

tweet.glmnet <- train{log(price)~., data=P_model_train, method="gImnet",
trcontrol=control, metric=metric)

Figure 19: Dataset split and cross validation
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rf <- train{log(price)-., data=P_model_train, method="ranger ',
trControl=control, metric=metric)

rf

rf_pred = predict(rf,newdata = P_model_test[-1])

Metrics = function{residuals){

mean{abs (residuals})

residuals = Tog(P_model_testiprice) - rf_pred

meanTestset = mean(log(P_model_testiprice))
sum{(log(P_model_testiprice) - meanTestsetr)AZ
sum(residualsaz)

1 - (rss/tss)

sqgrt{mean(residualss

RMSE/ (max(log(P_model_testiprice min{log({P_model_testiprice)

= Metrics(residuals)

('The root mean square error of the test data is ',RMSE, '\n')

R-square of the test data is ', rsq , "\n")
mean absolute error of the test data is MAE ,

Figure 20: Implementation of machine learning regression algorithm

5 Output

The random forest had the best performance for both the classification model and the regression
model this is illustrated in Figure 21 and Figure 22 below.

12



call:
randomForest(formula = price_range ~ ., data = PCA_model_train)
Type of random forest: classification
Number of trees: 500
No. of variables tried at each split: 1

00B estimate of error rate: 49.21%
Confusion matrix:
1 2 3 class.error
7909 3467 1571 0.3891249
5794 4948 3531 0.65%33315
1807 2814 6735 0.4069215

Figure 21: Random forest classification result

Random Forest

38123 samples
6 predictor

No pre-processing

Resampling: Cross-validated (2 fold)
summary of sample sizes: 19061, 19062
Resampling results across tuning parameters:

mtry splitrule  RMSE Rsquared MAE

2 variance -5206288 0.5784383 0.3727129

2 extratrees -5230880 0.5743530 0.3793677

4 variance -5214341 0.5779918 0.3715015

4 extratrees .5202206 0.5793570 0.3723718

& variance -5246563 0.573 0.3736224

6 extratrees -5212158 0.5782290 0.3720446

Tuning parameter “min.node.size’ was held constant at a value of 5

RMSE was used to select the optimal model using the smallest value.

The final values used for the model were mtry = 4, splitrule = extratrees and min.node.size =

Figure 22: Random forest regression result

6 Visualization

This visualization shows the proximity of accuracy to the exact location in terms of coordinates in
Figure 23

100,000~

Total entries

50,000~

APPROXIMATE GEOMETRIC_CENTER NO_MATCH RANGE_INTERPOLATED ROOFTOP
Accuracy based on Google

Figure 23: Accuracy of Location Geocoding
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Price variation with respect to Other Features
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Figure 24: Price variation with respect to other independent variables
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Figure 25: Stations with the most crime occurrence
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Figure 26: House Prices Geographical distribution
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