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Modified novel algorithm based on learning automata
to determine the underutilized physical machine(PM)
in a data center.

Bhavya Shukla
x17150655

Abstract

Cloud computing offers I'T solutions all over the world. It works on the pay-as-go
model where customers can use services for various purpose such as academic, in-
dustrial and personal use. However, cloud data centres consume enormous amount
of energy which leads to carbon dioxide emission in the environment. Thus, it leads
to the contribution in the greenhouse gases. Furthermore, lot of energy is used to
cool the servers in the data centres. Therefore, this paper focuses on determining
the underutilized physical machine in the data centres and at the same time fo-
cuses on SLA violation. After the successful determination of underloaded host the
virtual machine can be shifted from the underloaded to balanced host. The main
contribution of the algorithm used is that it helps in determining the balanced host
so that the underutilized resources can be run on that. The main problem of the
underutilized physical machine is that it consumes energy even though they are
not computing the data. Therefore, it is better to switch off these underutilized
servers so that the hefty electric bills that the cloud providers pay can be reduced.
The designed algorithm is dynamic as it is designed to deal with the heterogenous
requests of the customers.

1 Introduction

In recent years, I'T infrastructure are continuously growing as there is a need for the
computational data. Cloud computing is a large-scale distributed computing in which
pool of services are offered to the customers through internet so that users can avail
the services(Chaisiri et al.; [2012) . The cloud works on the pay as you go model where
customers only pay for the services which they avail. However, a large-scale infrastruc-
ture requires lot of energy to work or process the data. For instance, in 2006 the energy
consumed by the I'T infrastructure was around 4 billion dollar which doubled in the year
2011(Beloglazov and Buyya; [2010a). Another problem apart from the energy consump-
tion is carbon dioxide emission which result in the greenhouse gases. The virtualization
technology allows multiple instances to run on the same physical machine. Therefore, by
using virtualization the resource usage can be increased and maximum throughput can
be achieved.(Beloglazov and Buyya; 2010b). For energy saving dynamic consolidation
and switching off the idle is the best practise. As idle load host consumes 70 percent
of the power which it consumes in the peak utilization (Beloglazov and Buyya; 2010b).



Thus, proper management of the underutilized host is very important. During the VM
live migration the idle need to be turned off to save energy (Menaud et al.; 2010).

As detecting the underutilized physical machine is very important in the data centre.
Therefore, this paper deals with determining the underloaded host by using the learning
automata algorithm. As the demand of the cloud services is heterogeneous therefore,
this paper deals with heterogeneous workload provided by the planet lab data. This
data contains the traces of workload in the csv file which is used while performing the
simulation. For the simulation cloud sim 3.03(Aazam and Huh; 2014)) is used which
provides various predefined classes to carry out the simulation. The key contribution of
this paper as follows-

1- Determining the underutilized physical machine.

2- Manages the heterogeneous workload.

3- Real environment data set has been used (planet lab).

4- Idle host is also determined.

The remainder of this paper is organized as follows. Section 2 defines the method-
ology used while performing. Next is implementation where coding details, cloud sim
information, data base, screen shot are provided and at last conclusion.

1.1 Motivation

The main motivation behind this project is to minimize the unnecessary energy con-
sumption that happens because of the underutilized physical machine in the cloud data
centers. In addition to this another driving force behind doing this project is to minimize
the SLA violation as well. As the servers which are not utilized to their threshold limit
waste large amount of energy as not only the energy is required to run them but also,
they require energy to cool their system which is a complete waste for the data centers.
The modified novel algorithm based on the learning automata has been used to determ-
ine the overloaded host but not the underutilized host. Therefore, in this paper learning
automata algorithm has been used to determine the underloaded host.

1.2 Research Question

Can a modified novel algorithm based on learning automata be used to determine the
underutilized physical machine in a data center ?

1.3 Research Objective

To determine the underutilized physical machine in the data center using learning auto-
mata from the planet lab workload.

2 Related Work

The low utilization of the server is the major concern in the cloud data centres. As
the energy cost is increasing at a rapid pace and more physical machine in the data
centres would mean more money spent on their maintenance. Thus, virtualization helps
in solving this problem by allowing multiple virtual machine instances to run on the
same physical machine so that maximum efficiency can be achieved, and this process is
termed as server consolidation. Dynamic resources allocation is commonly done in the



virtualized data centre so that unpredicted resources flow can be managed. Thus, to deal
with the dynamic work flow novel algorithm has been proposed which proceed in three
steps measuring the historical data, forecasting the dynamic demand and then finally
allocating virtual machine to physical machine to minimize the energy consumption.
This algorithm is used to deal with the dynamic workload as based on the resource
history the demand is predicted and then the allocation is performed. Hence, the main
advantage of this algorithm is that dynamic load can be handled effectively. But the
major disadvantage of this algorithm is that resources types such as I/O or CPU are not
considered (Bobroff et al.; 2007

The dynamic placement of virtual machine on the physical machine based to varying
load is a well-studied problem. As the server utilization spike up to 11 to 15 percent during
peak demand so there is a major concern to deal with this hiked workload. The proper
management of the server is the major concern in the data centres as lot of carbon dioxide
is released from the cooling system. The pMapper is an application placement controller
that deals with varying workload. This placement algorithm proceeds in three major
steps powers manager, performance and migration manager. The pMapper approach
is different from the above novel approach (Bobroff et al.; [2007)) as in this the cost of
migrating the virtual machine is also estimated while dealing the varying workload. But
the main similarity among both the algorithm is that it is designed to deal with the
dynamic workload.(Verma et al.; 2008)).

The virtualization technology like Xen provides the feature of max, min and share.
The minimum is the min amount of resources that need to be allocated, maximum re-
sources needed for the allocation and share ensures resources should be available to all
devices for the computation process. The data centers presently being used does not
focuses on using this virtual machine technology. This min-max approach is used in the
power expand min max algorithm which means minimum amount of resources should be
allocated and not all the resources should be allocated. This approach helps in minimiz-
ing the energy consumption of the data centres up to 40 percent (Cardosa et al.; |[2009).
The power expand min max algorithm is different from the above approach (Verma et al.;
2008)) as it focuses mainly on resource allocation to PM but not much the migration part
in the data centers.

The data centers need lot of electrical energy to run the servers. Thus, the bills in-
crease not only this data centers damages the environment by emitting carbon in the
atmosphere. Thus, it is very important that the data centers should be managed effi-
ciently. Hence, an adaptive threshold-based approach was introduced to adjust according
to the workload. That mean if the CPU utilization is below the threshold limit then VM
should be migrated as it means it is over-utilized. If the CPU utilization is below the
threshold limit, then it should be migrated as it must underutilized. This mean that the
physical machine is unnecessarily consuming more electrical energy. This approach deals
with the dynamic workload at the same time SLA violation is prevented (Beloglazov and
Buyya; 2010a) . This approach is quite similar to power expand min max(Cardosa et al.;
2009) as CPU utilization is important factor.

Virtualization technology is the key to increase the computation speed so that pro-
cessing can be achieved at a faster rate. Server consolidation is the main problem in the
data centres due the unnecessary migration in data centre the complexity of the operation
increases. Thus, it is very important to control these migrations while dealing with het-
erogenous workload in the data centres. The LP formulation and the heuristic approach
helps in reducing this unnecessary migration by prioritizing the virtual machine. Server



consolidation is very important in the data centres as it decreases the hefty electric bills.
As now in the data centres the there is a need to process the heterogenous workload thus
dynamic consolidation plays a critical role in the migration process. LP formulation is
designed to deal with the dynamic workload and it is only performed when there is a dire
need to change the capacity of the VM (Ferreto et al.f |2011]).The pMapper (Verma et al.;
2008) and power expand minmax algorithm (Cardosa et al.f |2009)) does not focuses on
the need of migration and constraints involved while migrating the virtual machine, but
LP formulation focuses on both the aspect.

While carrying the process of server consolidation it very important to take into the
account of the virtual machine dependencies running on the server and the context which
is running on the top of the virtual machine. Application aware virtual machine solve
this issue while carrying out the migration process and it also reduce the network traffic
up to 80 percent. (Shrivastava et al.; [2011). All the above existing solution does not
focus much on decreasing the traffic so that network congestion. As in the pMapper
(Verma et al.; [2008) and LP formulation (Ferreto et al.j 2011).The status of the physical
machine is considered whereas in Application aware virtual machine (Shrivastava et al.;
2011)). the status of virtual machine and the application running on it is considered.

Virtual machine allows the multiple instances to run on the same physical machine to
maximize the profit. In the above paper discussed like pMapper (Verma et al.;[2008)which
focuses on the estimating the cost while carrying out the migration process and LP
formulationhttps (Ferreto et al.; 2011)). which pays emphasis on estimating the constraints
involved while migrating. The multi-objective ant-colony algorithm deals with minimizing
the resource wastage and minimizing the power wastage. This approach mainly focuses on
reducing the wastage of the resource while carrying out the server consolidation process.
While carrying out the process of migration it happens that lot of resources are wasted
if the resources are utilized to the maximum extent then the optimal solution will be
obtained (Gao et al.; 2013)).

As there is a dire need to process large amount of data every day by the data centres.
So, it is very important that data is processed in the shortest amount of time to increase
the computational speed. The energy efficient resources management system keeps track
of the current resource utilization, thermal state of the nodes involved in the computa-
tion. The multi- objective ant-colony (Gao et al.; [2013) algorithm deals with minimizing
the resource usage but doesnt focuses much on meeting the SLA requirement whereas
this energy efficient system pays emphasis on SLA part also. The main contribution of
this paper is to determine which virtual machine should be migrated so that maximum
efficiency is obtained and determine the VM placement according to the current utiliza-
tion. This system performs the migration process which is like adaptive threshold-based
approach (Beloglazov and Buyya; 2010a)) as it works monitoring the threshold limit if the
CPU utilization goes below the cut-off point then VM should be migrated and machine
should be shut off. In the final stage the thermal state of the nodes is observed to prevent
the overheating. The state of the node is monitored continuously using sensors and if the
nodes are overheated then workload is migrated in order to provide the natural cooling
so that cost is reduced (Beloglazov and Buyya; |2010b))

As there is a rapid growth for the computational data in todays world. Therefore,
cloud providers focus on minimizing the time to process the data. Virtualization provides
solution to this problem as it creates multiple instances on the physical machine. Various
consolidation schemes have been introduced but this novel approach is different as it
performs migration based on the utilization history of the virtual machine. Another major



contribution of this paper is that underutilized physical machine is determined, and It
is SLA aware also. As discussed above very few schemes focuses on SLA part. While
performing this novel algorithm first there is a detection of the underutilized physical
machine the criteria for determining that is if the host has least number of virtual machine
instances then it is most likely to be underloaded. This approach is quite like adaptive
threshold-based approach as in both underutilized physical machines is determined, and
SLA violation is prevented (Horri et al.; 2014)

Cloud computing provides on demand resources and works on pay as you model where
user must pay according to the usage. Virtualization is the key for the cloud computing
where multiple instances run on single machine to increase throughput. The median based
threshold approach is very similar to adaptive threshold approach where the consolidation
is performed based on the set median value. If the CPU utilization goes below the median
value, then the machine is underutilized, and virtual machine should be migrated. If the
CPU utilization goes above the median value, then the machine is overutilized and the
resource should be balanced. The main drawback of this algorithm approach is that SLA
violation is not prevented as it is done in the above novel approach (Sharma and Saini;
2016])

The virtual machine placement in the data centre is a NP hard problem. Many
algorithms have been proposed to reduce the VM migration as consolidation process
consumes lot of energy. In this paper energy aware scheme has been proposed which
compromises of two algorithm and it is similar to the application aware placement scheme.
The main aim of this paper is to reduce the number of idle hosts as the underutilized host
consumes lot of energy. This energy efficient scheme performs exact migration which is
required using bin-packing extension and best-fit heuristic. All the needed information to
run the algorithm and perform the VM migration is extracted from cloud laas manager.
The simulation result shows using the energy efficient scheme the power reduction can
be approximately 46 percent during the encounter of dynamic workload (Ghribi et al.;
2013).

Power consumed by the data centres is the main area of concern in industry as well
as academic work. But little emphasis has been paid on reducing the network power
which is waisted during the consolidation process. The VMplanner aims on reducing
the network traffic so that power consumption can be reduced and takes advantage of
the flexibility provided by the heterogenous workload during migration. While carrying
out the migration process in the VMplanner the network element and dependencies are
considered. As the traffic is known by the VMplanner therefore it becomes easy to carry
out the migration process (Fang et al.; 2013]).

The virtual machine migration is a major concern in a data centre while dealing
with the heterogenous workload. The proposed novel multi-criteria decision making is
used to select the virtual-machine and Window moving average for the detection of the
underutilized physical machine. The detection of underloaded PM is very important
in the datacentre as this host causes lot of energy to waste. The maximum request
resource (MRR) policy is used for the limiting the SLA violation. The MRR eliminates
hotspot happened by CPU shortage in a physical machine which in turn decrease the SLA
violation. All the proposed algorithm in this paper works on the principle on decision tree
as it evaluates the history of the usage and it doesnt work on current CPU utilization.
This proposed algorithm is some what similar to adaptive threshold based approach as in
this also the underutilized physical machine is calculated but in this proposed algorithm
maximum request resource policy prevent the SLA violation which is not taken care of in



the other algorithm. Furthermore, the resource type is also determined, and it is efficient
in handling the heterogenous workload (Arianyan et al.; 2016)).

Resource management the data centre is very important in the data centre, but not
much work has been done on this. The proposed resource management scheme work
focuses on decreasing the energy consumption by determining the VM request beforehand,
number of hosts required to cater that request and switching off the unused hosts. This
resource management scheme proceed in three steps first is k-mean clustering which maps
the virtual machine to the physical machine based on the request it receives. Second is
workload prediction which happens through the wiener filter as the resource type are
predicted through the observation window. Third is the power management which uses
the modified best-fit decreasing to estimate the workload and if the idle host is determined
then it is switched off the above approach is similar to this as both of them works on
predicting. This approach is different from the above approach because in this virtual
machine request is predicted rather than the CPU utilization rate (Dabbagh et al.; 2014).

Quality of service is also a major issue in the cloud computing that means the through-
put should be high and job failure should be low. One unique approach based on the
learning automata to improve the quality in Iaas which is a cloud type. The experiment
result shows that response time and speed up increases because of using the LA and
it is self-learning model gains experience from the past so that it can be applied into
the environment efficiently. The components in the LA are automation, environment,
reward and penalty. The initial probability of all the actions are equal and then with the
comparison with threshold value reward and penalty is awarded (Misra et al.; |2014)

A learning automata-based algorithm is used for the resource management and detec-
tion of overloaded physical machine in a data centre. After detection of the overutilized
host the workload can be migrated. The underloaded physical machine is also determined
using this algorithm and after determining it can be switched off. The learning automata
uses the reinforcement algorithm as it uses the data which it receives and applies it back
to the environment and this algorithm is similar to the above LA algorithm but it is ap-
plied to cater different problem in cloud which is quality of service. The overloaded host
is determined based on the history of the CPU utilization and then after determining the
consolidation of virtual machine can be performed. As the virtual machine migration on
the physical machine is a NP hard problem. The learning automata updates itself after
receiving the input and the SLA violation is also reduced to a great extent as shown in
the figure below LA updates according to each workload provided by the planet lab. The
future work of this paper is to determine the underutilized physical machine in a data
centre and my research work also focuses on determining the underloaded PM (Ranjbari
and Akbari Torkestani; 2018)).
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Figure 1: Learning automata algorithm (Ranjbari and Akbari Torkestani; 2018))
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Figure 2: Contribution of previous research work

3 Methodology

The methodology is the steps and method or the approach that has been used to carry
out the simulation process. The steps which have been applied are simple to perform.
The main aim to carry out the project was to minimize the energy consumption of the
data centres as lot of energy is being used to run and cool the system. The major driving

force behind this project are-

1. Increasing demand for the computing resources




2. Improper management of the host in the data centers
3. Limited work done on determining the underloaded host

After considering all the above listed points the modified novel algorithm based on
learning automata has been developed which focuses on the principle automata where
changes the states and move from one state to another. The input for the algorithm is
the data set is provided by the user or the cloud sim simulator. For carrying out the
simulation process the cloud sim is used. The cloud sim is very popular for setting up the
real cloud environment as it has predefined classes for the virtual machine, data centre,
cloudlet and host. The code in the cloud sim is written in java and it extends the classes
which is provided by the cloud sim 3.0.3. The simulation result is displayed on the swing
page by passing the parameter. For the storage of the result MySQL has been used.

4 Design Specification

4.1 Cloud Sim

The cloud sim cloud simulator is a framework which is used for modelling as well as sim-
ulating the services. The code in the cloud sim is written in java. The main advantage of
cloud is that it can simulate real time cloud entities such as data centre, virtual machine,
physical machine, broker. The cloud sim provides an opportunity to concentrate on the
algorithm rather than the paying emphasis on the hardware details (Shi et al.; 2011)).
The entities or predefined classes provided by the cloud sim which is used in the project
are as follows.

1. Data center- It set the hardware infrastructure provided by the cloud providers.
Host- It set the physical server on which virtual machine instances are set.
Virtual machine- It set the VM on the cloud host to deal with the cloudlet.

Cloudlet- It set the cloud application-based services.

AT

VmAllocation- It is set the provisioning policy for VM to allocate on the host.
6. VmScheduler- It schedule the VM on the host which run

on the data centre (Shi et al.; [2011)).

This is the cloud sim simulator architecture and the lower layer contains SimJava dis-
crete event simulation engine that implements the core functionality required to manage
the high level concepts such as creating the core components (hosts, virtual machine,
data centre and cloudlet) and communication between the above mentioned component.
The libraries are implemented using the gridsim toolkit. The cloud sim is implemented
programmatically by extending the lower gridsim layer. The cloud sim is the major layer
in the cloud sim framework which is used to manage the real computing environment by
providing the VM, PM and data centre. The issue is provisioning according to the user
request. The topmost layer is the users code layer that writes the configuration such as
number of hosts, storage, requirements and specification and so on.
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Figure 3: Layered architecture of cloud sim (Buyya et al.; [2009)

4.2 CloudSim Simulation Data Flow Process

This diagram below depicts how the core entities communicate among themselves. Ini-
tially each data centre register itself in the cloud Information service (CIS). The CIS is
used to match the users requests to the authentic cloud provider (Buyya et al.; 2009).
After all this CIS communicates with the broker to execute and perform the relevant op-
eration. The data centre broker communicates regarding execution process with the CIS
and count the quality of service. When the user request comes the resources are available
to the VM and then the allocation is performed according to the requirement
lonline deterministic algorithms and adaptive heuristics for energy and performance effi-
|crent dynamic consolidation of virtual machines in Cloud data centers - Beloglazov - 2012
- Concurrency and Computation: Practice and Ezxperience - Wiley Online Library; n.d.).




Datacenter | | CISRegistry n ker
I I

e —

Registralion"

-

Query
-
Available Datacenters

- Get Characteristics
-

Create VMs
-

Tasks scheduling

Tasks Completion
= Destroy VMs

2

Figure 4: Flow of control in cloud sim (Buyya et al.; 2009)

4.3 Flow Diagram

The data set is selected from the planet lab data set. There are lot of data set in the
planet lab workload traces it is up to the user to set the data. After the data set has been
set user needs to set up the server. There are two server option available to the user one
is HP ProLiant ML110 G4 and other is HP ProLiant ML110 G5. The number of cores,
million instruction per second and storage is available dynamically after the selection of
respective server. The most important is the selection of host three options are available
such as 600,700,800. Then the helper class performs the consolidation process based on
the VM, PM and all the mentioned specification. The result is displayed in the LAUD
class.
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5 Implementation

Tools Used

Netbeans 8.1

CloudSim 3.0.3

Front end- Java swing
Database-MySQL 5.5.40
Operating system- Windows 10

DataCenter Configurations
MIPS- 1860,2660(Heterogeneous)
RAM-4 GB

Storage- 1000000

Bandwidth- 1500000

Number of hosts-600,700,800

Virtual machine

MIPS- 2500,2000,1000,500( Heterogeneous)
RAM- 870,1740,1740,613

Storage-10000

Bandwidth-2500
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Figure 5: Flow diagram ;
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5.1 coding

As the main of this paper is to determine the underutilized physical machine is a data
center. Therefore, the LA algorithm has been used to determine the underloaded PM and
at the same insuring that minimum SLA violation happened. The coding is done using
the java as a programming language. The cloud sim 3.03 has been used as it provide the
facility of VM selection and VM allocation and it also provides the power model from
where the two HP server has been used to perform the simulation. Another important
class provided by the cloud sim is the utilization history model which is extended in the
learning automata project for carrying out the computation process. The cloud sim also
helps in setting up the cloudlet, virtual machine and data center in project.
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Figure 6: Setting the configuration of VM and PM

As seen in the above screen shot the VM and host is being set up using the power
model of the cloud sim. The specification of the VM is being specified such as type,
bandwidth, ram and size etc. Furthermore, the host characteristics are also listed, and
host storage is also listed which is 1 GB. There are around twelve classes in the project.

5.2 Database

For the database MySQL is being used where the information about the host is being
stored three host are used in the project and the number of host is 600, 700 and 800
respectively.

As shown in the screen shot that the host is set up in the class planetLabConstants.
The data which is stored in the database consists of two table one is number of host and
the other is underutilized host. Below is the code for setting up the database connectivity
in the create Datafile class in the project and the username is root and password is blank.
The Exception is also handled using try catch. The table name is LAUDhost where it
consists of two columns.

12
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Figure 8: Setting up the database connection

5.3 Consolidation process

The result provided by this algorithm is the number of over-utilized, underutilized, bal-
anced and idle hosts which is computed in the consolidation process only.

As shown in screen shot above in the class helper.java the over-utilized, underutilized,
balanced host and the energy consumed or required or required for carrying out the
proceed. In addition to this the SLA violation and overall SLA violation is calculated
in this class. The helper is required while dealing the VM selection and VM allocation.
The cloudlet is also created in the helper class.

As shown in the screen shot above the time before migration and the time after the
migration is calculated in this. All the cloud sim classes are imported into this class
which will be needed while performing this algorithm such as power model, VM, storage,
host and cloudlet etc. The output or the simulation is carried out because of this class
only as it imports all the class, performs computation and finally print the output. If the
simulation is carried out successfully then success it printed along with the simulation
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Figure 9: Algorithm code
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Figure 10: VM allocation and selection

time.

If the simulation process is carried out successfully then the above result will be
displayed. The number of hosts can be set up by the user as there are three option for
the user and for the workload any of the csv file from the planet lab workload data can
be chosen according to the date. Total simulation time and energy consumption which is
19.14 kwh. The overall SLA violation as well average SLA violation is also listed in the
result provided by the simulation.

5.4 Configuration

The two servers are chosen first one is HP ProLiant ML110 G4 (Intel Xeon 3040, 2 cores
1860 MHz, 4 GB), and the second one is HP ProLiant ML110 G5 (Intel Xeon 3075, 2
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Figure 11: Simulation result

cores 2660 MHz, 4 GB). As shown in the figure below when the user chooses any of
the server listed the corresponding cores, million instruction per second and ram gets
displayed. The number of host is 600,700 and 800 from where user gets the option to
select according to his need.

3] - o X
) Datacenter Configurations
Learning Automata
Name of Server Cores MIPS Ram No. of Host
Datacenter Configure [HP ProLiant ML110 G4(Intel Xeon3040) ﬂ 2 1860 4 600 ™
Execute workload [HP ProLiant ML110 G5(Intel Xeon 3075) E] 2 2660 4
Results and Analysis 0303\75-130-96-12_static_oxfr_ma_charter_com_irisaple_wup i Browse | Submit

Figure 12: Setting up the data center configuration
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5.5 Dataset

The planetlab data of CPU utilization is taken. The data is according to the date and
the large data is present in the csv file. The workload data is taken by the user for
performing the computation. As shown in the figure below the data of the 3/03/2011
and 06/03/2011 is provided by the cloud sim and these contains the traces of different
workload.

_ Datacenter Configurations wa x| Helperjava x|[& Laud.java
Learning Automata .
MName of Server Cores MIPS Ram Mo. of Host I | o |—| | -] _-l N _
Datacenter Configure | HP ProLiant ML110 G4(Intel Xeon3040) E] 2 1860 4 600 |w
[Execute workload | HP ProLiant ML110 G5(Inel Xeon 3075) 'J 2 2660 4
Resulls and Analysis | erowse | suomit del:
delSpecPowerHpFroliantMlll0GEX
delSpecPowerHpProliantHl110G5X
|#] Open X
& PlanetLabConstants.java o)
[€ PlanetLabHelper.java 16 public 1 = —
In: L " |
[€] PlanetiabRunner.java 17 e Lookin: | (& pianenab &J ﬁ] ‘EJ kL &J
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[l ENABLE_OUTPUT : boolean 11 Cancal
[ HOST_BW : int o
il HNST MBS - inel] —-

Figure 13: Sellecting the data set

Pseudo code
Pesudo Code

1. Configure the Learning Automaton System environments

2. Fori=1ton

3. Imnitialize and assigns an automaton to each user.

<. Acx first iteration. the user’s VM will not be active.

5. Set Actions={ASC. DESC. WNWOINE }

6. If i==1 select Actions for each VM

7. Determine the utilization of PMs and find PM states Underload/Owverload (It describes
in Algorithmm-A).

8. If pmStates=""Owverload™

9. Select one or more VNMI(s) to migrate from the PM. the vim selection based on the
minimum migration time policy, which selects vins due to the lowest required time for
migration.

10. Then a PM is selected to which the VM should be migrated.

11. The PM selection first sorts the list of Pms based on utilization reduction and then
selects.

12. Else if pmStates=—""Underload™ then all VM can be migrated to another one.

13. This stage also selects an appropriate value for VMs based on increase in power (the
pesudocode describes in Algorithm-1B).

14. At final. the learning automata is updated for each VM. according to selected action
in previous iteration and current CPU utilization (It Describes in Algorithm - ).

15. endfor

Figure 14: LA
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This is the pseudo code of the learning automata used in the project to determine the
underutilized physical machine in a data centre. In the theory of the automata the input
is given, and the states changes for the input and then according the specified condition
the transition is performed for the value chosen (Narendra and Thathachar; [1974))

The states chosen are overloaded, underloaded. The actions are ASC (average in-
creasing CPU utilization), DESC (average decreasing CPU utilization) and NONE (not
increasing CPU utilization) (Ranjbari and Akbari Torkestani; 2018)).

Algorithm- A : For detection of PMVI states.

Input: PN
Output: overload/underload/balanced

predictedUrtilization -— O
utilization -— O
pmStates —— “‘balanced**

foreach VMi in a PM
utilization += utilization of VNI

if selected action of LAi1 = ASC
predictedUtilization -+= Awgi + dewviation

if selected action of LAi1 — DESC
predictedUtilization -—— Avgi — deviation

end if

end for

if(utilization = SafetyThreshold & & predictedUtilization = (1 - SafetyThreshold))
pmStates=""overload™:

Else if(utilization between 40 to 60%0 of Safety Threshol
& & predictedUtilizaiton—=(1 - Safety Threshold)):
pmStates—""balanced™":

Else if(utilization between 15 to 40%6 of Safetvy Threshold
& & predictedUtilizaiton—=(1 - Safety Threshold)):
pmStates=""underload™:

Else
pmStates=""idle";

return pmStates;

Figure 15: PM state detection

The initial probability of all the action is set equal and reward is awarded bases on
the utilization.

The PM states in the most important thing in this algorithm for detection of under-
utilized host. If there is an increase in utilization, then ASC and if there is a decrease in
the utilization then DESC. The detection of the balanced, overloaded, underutilized and
idle host is based on the threshold values. The threshold values are set and accordingly
computation is performed (Ranjbari and Akbari Torkestani; 2018)
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Alogorithm B: Power Aware Best Fit Decreasing(PABFI}) VM placement

Input: hostList, vimList
Output: allocation of Whis
wvimList.sortDecreasingUtilizationd()
foreach vim in vmList Do
minPower =-— NAX
allocatedHost -— MNull
foreach host in hostList do
If host has enough resources for vim then
Power =-— estimatePower(host. vim)
If power = minPower then
allocatedHost =-— host
minPower =— power
If allocatedHost =—=Mull then
Allocation.add({vm.allocatedHost)
Return allocation

Figure 16: VM placement algorithm

The power aware best fit algorithm is used to select the PM to which the VM selected
needs to be migrated. As it is clear the main purpose of performing this algorithm to
place a VM. The PM is sorted in the decreasing order. The conditions are specified in
the algorithm to perform the consolidation (Optimal online deterministic algorithms and
ladaptive heuristics for energy and performance efficient dynamic consolidation of virtual
|machines in Cloud data centers - Beloglazov - 2012 - Concurrency and Computation:
\Practice and Ezperience - Wiley Online Library; n.d.))

OAlgorlthm : To update lexrning automata O

Imput: List of PM
Outpuit:

foreach PMIi in list of PMs do

foreach vmij in PMi do
avgij =— Get average of CPU utilization

1f avgl)] = CurrentlUtil 1] & & PreviousAction 1) is WNWONE
reward WNWOIWE action of L. Aij

else 1f avgl) '=—=CurrentlUtil ij & & PreviousAction ij is WNONE
penality WONE action of LAIj

if avgij = CurrentUtil ij & & PreviousAction i is ASC fo)
revvard ASC action of LA

else if avgij = CurrentUtil ij & & PreviousAction ij is DESC
penality DESC action of T_Aj

else if avgij = CurrentlUtil ij & & PreviousAction ij is ASC
penality ASC action of L. Alj

else 1f avgl) = CurrentlTtil 1 & & PreviousAction 1) 1s DESC
reward DESC action of LLAIj

end it
avgij = calculate average of currentTime utilization

O

dewviation ij - calculate deviation of utilization

end for
knd for

~ o~

Figure 17: update the LA

This is used to update the learning automata algorithm based on the utilization
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fetched. If increasing utilization ASC is awarded and if DESC then decreasing utilization.

6 Evaluation

6.1 Simulation

The simulation process allows to run the project in the real environment. The cloud sim
is used for the simulation and for this cloud sim jar 3.03 and math jar is used. The cloud
sim jar is inserted in the project to carry out the simulation process and the predefined
classes of the cloud sim is used in this project the VM allocation, VM selection, power
model, utilization model. In addition to this workload is also provided by the cloud sim.
As shown in screen shot in source package all the class and workload data set needed
as there. To use these classes of cloud sim in the learning automata the classes are
extended. The helper is the main class where cloudlet is set and the code for carrying
out the consolidation process is written. In the constant.java the simulation time is also
defined.

This above screen shot shows how the simulation process is being carried in this the
VM allocation is being performed and for every host the VM allocation and selection is
performed as shown in the above figure for the host 55,56 and 57 is being performed. The
million instructions per second is also displayed and the simulation time depends upon
the data set.

Cutput - learningAutomata trun} <

614.02: [Host #55] MIPS for VM #1002 by PEs (2 * 2660.0). PE #0: 175.47.

614.02: [Host #55] Total allocated MIPS for VM #768 (Host #55) is 57.20, was regquested 57.20 out of total
;_ 614.02: [Host #55] MIPS for VM #768 by PEs (2 * 2660.0). PE #0: 57.20.

614.02: [Host #55] Total allocated MIPS for VM #315 (Ho=st #557) is 16.00, was requested 160.00 out of tot:

614.02: [Host #55] MIPS for VM #3156 by PEs (2 * 2660.0). PE #0: 16.00.

614.02: [Host #55] VM #315 i=s being migrated toc Host #55

614.02: [Host #55] Total allocated MIPS for VM #908 (Host #55) is 10.00, was regquested 10.00 ocut of total
614.02: [Host #55] MIPS for VM #9508 by PEs (2 * 2660.0). PE #0: 10.00.

614.02: [Host #55] utilization is 8.29%

©€14.02: [Host #56] utilization is 0.00%

©14.02: [Host #57] Total allocated MIFS for VM #28 (Host #57) is 50.00, was reguested 50.00 ocut of total I
614.02: [Host #57)] MIPS for VM #28 by PEs (2 * 2660.0). PE #0: 50.00.

©14.02: [Host #57] Total allocated MIFPS for VM #365 (Host #57) is 260.00, was reguested 260.00 ocut of tot:
614.02: [Host #57] MIPS for VM #365 by PE=s (2 * 2660.0). PE #0: 260.00.

©14.02: [Host #57] Total allocated MIPS for VM #4599 (Host #57) is 38.13, was requested 38.13 out of total
614.02: [Ho=at #57] MIPS for VM #459 by PE= (2 * 2660.0). PE #0: 38.13.

©14.02: [Host #57] Total allocated MIPS for VM #744 (Host #57) is 19.07, was requested 19.07 ocut of total

614.02: [Host #57] MIPS for VM #744 by PEs (2 * 2660.0). PE #0: 19.07.
614.02: [Hosat #57] Total allocated MIPS for VM #505 (Host #337) ia 0.75, was requested 7.48 out of total :
614.02: [Hoat #57] MIPS for VM #505 by PEs (2 * 2660.0). PE #0: 0.75.

614.02: [Host #57] VM #505 i=s being migrated to Host #57

Figure 18: Simulation process

6.2 Result

After submitting the data simulation process gets started where the various VM alloc-
ation and VM selection process is carried out. This process is carried of deterring the
underutilized, balanced and overloaded host is carried out in the helper class and VM
allocation and selection in the abstract runner. The front end is designed using swing.
As shown in the screen shot the result is displayed showing the number of hosts in this
600 has been chosen. The number of virtual machines running on that physical machine
is 1052. The overutilized host is 34 and it should be shifted. The underutilized host
should be shifted so that power consumption be minimized. The balanced host is the
best because it doesnt need to shift or switched off. The idle host also need to turn off
as it utilizes the energy.
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Figure 19: Cloudsim classes and workload

Output - learningAutomata trum) = |

L €14.02: [Ho=t #55)] MIPS for VM #1002 by PE= (2 * 26€0.0). PE #0: 175.47.
E 614.02: [Host #55] Total allocated MIPS for VM #768 (Host #55) is 57.20, was reguested 57.20 out of total
; €14.02: [Host #55] MIPS for VM #768 by PE= (2 * 2660.0). PE #0: 57.20.
614.02: [Host #55] Total allocated MIPS for VM #315 (Host #557) i=s 16.00, was reguested 160.00 out of tot:
614.02: [Host #55] MIPS for VM #315 by PEs (2 * 2660.0). PE #0: 16.00.
614.02: [Ho=t #55] VM #4315 is being migrated to Host #55
614.02: [Host #55] Total allocated MIPS for VM #908 (Host #55) is 10.00, was reguested 10.00 cut of total
©614.02: [Host #55] MIPS for VM #3908 by PEs (2 * 2660.0). PE #0: 10.00.

€14.02: [Host #55] utilization is 8.29%

614.02: [Host #56] utilization is 0.00%

614.02: [Hosat #57] Total allocated MIPS for VM #28 (Host #57) is 50.00, was requested 50.00 osut of total :

614.02: [Host #57] MIPS for VM #28 by PEs (2 * 2660.0). PE #0: 50.00.

614.02: [Host #57)] Total allocated MIPS for VM #365 (Host #57) is 260.00, was reqguested 260.00 out of tot:
614.02: [Host #57] MIPS for VM #365 by PEs (2 * 2660.0). PE #0: 260.00.

614.02: [Host #57] Total allocated MIPS for VM #459 (Host #57) is 38.13, was regquested 38.13 out of total
€14.02: [Host #57] MIPS for VM #459 by PEs (2 * 2660.0). PE #0: 38.13.

614.02: [Host #57] Total allocated MIPS for VM #744 (Host #57) is 19.07, was requested 19.07 out of total
614.02: [Host #57] MIPS for VM #744 by PEs (2 * 2660.0). PE #0: 19.07.

614.02: [Hosat #57] Total allocated MIPS for VM #505 (Host #337) ia 0.75, was requested 7.48 out of total :

614.02: [Host #57] MIPS for VM #505 by PEs (2 * 2660.0). PE #0: 0.75.
614.02: [Host #57] VM #505 iz being migrated to Host #57

Figure 20: Simulation process

6.3 Chart

After the showing the result chart will be displayed next. For displaying the chart, the
button on the result need to be pressed. The chart displays the number of hosts and
the underutilized host. In the flushdatafile.java all the other data is deleted and only the
information about the number of host and underutilized host is stored. The table name
is LAUDhost where the two column is created.

As shown in the screen shot above the number of underutilized hosts for 600 in the ini-
tial phase is 14 and for 800 host it is also 14. The underutilized host was minimum for 700
host. The chart value is displayed using swing and these are stored in flushdatafile.java
and the value from this is passed to underutilizedchart.java.
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Figure 21: Number of host vs underutilized hosts

6.4 Discussion

The novel algorithm which has be proposed successfully helps in determining the under-
utilized physical machine in a data centre. The energy consumed by the data centre and
by the application of the learning automata algorithm for determining the underloaded
host and power aware best fit algorithm for placing the virtual machine in an appropriate
data centre. The power consumption can be minimized to a great extent. The cloud sim
algorithm helps in the setting up the necessary hardware required to run the algorithm.
The result obtained shows the computed data which contains the information about the
underutilized, overloaded, balanced and idle hosts. The percentage of SLA violation is
also computed at the end of the simulation. A final chart will be displayed which contains
information about the number of host and underutilized host.

7 Conclusion and Future Work

This study proposed the novel algorithm based on learning automata to determine the
underutilized physical machine in the data center corresponding to the number of hosts
used. The power aware best fit algorithm is used place the VM after detection of the
underloaded host. The energy consumption of the data center is the major concern for
the cloud provider. The hefty bills form the data center is not only the one major issue
another problem which arises due to the underutilized physical machine is the emission
of the green house gases from the data center which pollutes the environment. For the
detection of the balanced and underloaded host the threshold values are used and if the
value falls within the range the state of the host is determined. The learning automata
works on the principle of the automata where the input is applied, and the transition of
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the input is from state to state to determine the output.

The future of this paper might include determining of underutilized based on the
dynamic values other than the threshold values. As in the algorithm used the fixed values
are used for determining the host. In addition, to this the topology of the network, cooling
systems these all issues need to be considered.
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9 Appendix - Configuration Manual

The configuration manual provides the detailed explanation of how to install the java,
NetBeans IDE and cloud sim 3.0.3. Each section below provides the detailed description
of how to install and run all the functionalities to run the project on the system.

9.1 Download Software

To run the project the main thing is to install the necessary software. Step 1- 1.1
Java Development Kit: The JDK is required to run the java applications on the system.
Without the installation of the JDK java applications cant be run on the system (Java
SE Development Kit 10- - Downloads; n.d.).

The windows X64 needs to be downloaded. Henceclick on the option which is parallel
to 64 it that is jdk-8ul81-windows-x64 exe.

Step 2- 1.2 Download the Netbeans IDE - The netbeans is an integrated environment
developed to run the java application on the system. The java code is written in netbeans
and it is popular because it is much lighter than eclipse.
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Java SE Development Kit 8u181

You must accept the Oracle Binary Code License Agreement for Java SE to download thi
software.
Thank you for accepting the Oracle Binary Code License Agreement for Java SE; you ma
now download this software.

Product / File Description File Size Download
Linux ARM 32 Hard Float ABI 7295 MB #jdk-8u181-linux-arm32-vfp-hilt.tar.gz
Linux ARM 64 Hard Float ABI 69.89 MB #jdk-8u181-linux-arm64-vip-hfit.tar gz
Linux x86 165.06 MB  ®jdk-8u181-linux-i586.rpm
Linux x86 179.87 MB  #jdk-8u181-linux-i586 tar gz
Linux x64 162.15 MB #jdk-8u181-linux-x64.rpm
Linux x64 177.05 MB  #jdk-8u181-linux-x64 tar.gz
Mac OS X x64 24283 MB #jdk-8u181-macosx-x64.dmg
Solaris SPARC 64-bit (SVR4 package) 133.17 MB  #jdk-8u181-solaris-sparcv9.tar.Z
Solaris SPARC 64-bit 9434 MB #jdk-8u181-solaris-sparcv9.iar.gz
Solaris x64 (SVR4 package) 133.83 MB #)dk-8u181-solaris-x64.tar.Z
Solaris x64 92.11 MB #jdk-8u181-solaris-x64 tar.gz

Figure 22: JDK download
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Figure 23: Net beans IDE download (NetBeans IDE Download; n.d.)

Step 3- 1.3 Downloading of cloud sim environment - The cloud sim jar is available
to set up the environment for the cloud sim. The cloud sim provides the jar that can be
put into the project so that the environment can be set up.
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D NetBeans IDf Download x W

+ =» | @ Secure | https;//netbeans.org/downloads/

HOME / Download
NetBeans IDE 8.2 Download 8.18.2 | Development | Archive
Email address (optional): IDE -
' [ | Language: [English v | Platform: | Windows b
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NetBeans IDE Download Bundles
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@ Java SE . . .
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@ Java ME .
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Figure 24: Downloading the configuration

cloudsim-3.0.3

- nikolayg released this on Mar 19, 2015 - 48 commits to master since this releass

Assets
[ cloudsim-3.0.3.targz 5.5 MB
[ cloudsim-3.0.3 zip I 131 MB

[ Source code (zip)

[} Source code (tar.gz)

Figure 25: Download cloud sim 3.0.3

9.2 Software installation procedure

The software installation procedure provides the detailed description about how to down-
load the software.
2.1 Java JDK installation
After the installation of the JDK the environment needs to be created.
Control Panel -System and Security - System
Advanced System Settings Environment - Variables
System Variables -Path New
After following the described path give the installation path so that installation can be
done and click OK.
2.2 Install NetBeans
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Figure 26: Setting up the configuration

The NetBeans is getting installed and just need to click on the agree button. Finally
click on the finish button.

2.3 Integration of cloud Sim
The cloud Sim needs to be imported into the project and below is the procedure to import
the project. Right click on project -Properties - Libraries -Add Jar/Folder

9.3 Implementation

This procedure shows how to import the project and run it to obtain the result.
3.1- Importing project

File - Import Project - From Zip

After opening the NetBeans import the zip file.
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Figure 27: Downloading

9.4 Output

The main class is inside the learning automata all the jars are already added in this

project. The package name is learning automata and all the classes are written inside

it. The main class is helper.java where the algorith has been written. In this figure

the proceduce to run the project is illustrated. For runnig the project right click on

the learning automata package and run. The learning automata contains different classes

where the code to run the project. The output of the simulation is displayed in the figure.
This figure shows the result after the application of the algorithm.
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Setup Complete
Cick Finish to finish the NetBeans IDE setup. ®_'

Installation completed successfully.
JUnt lbrary and 1 updates successfully nstalled.
To launch the IDE, use either the Start menu or the NetBeans desktop icon.

To change installed components and add NetBeans plugins, use Plugin Manager that is an integral part of NetSeans
IDE.

[+ Contribute to the NetBeans project by providing anonymous usage data

@ If you agree to partiapate, the IDE will keep track of the high-evel features you use
niﬁmmmmnumunmmmamn“

The usage statistics wil help the development team to better understand user requirements and prioritize
mprovements in future releases. We cannot and will not reverse-engneer that collected data to find specfic
details conceming your projects. See more information.
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Figure 28: Final step to download
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Figure 29: Adding the necessary jar
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Figure 30: Necessary steps

ata - NetBeans IDE 8.2 ~

File Edit Wiew Navigate Source Refactor Run Debug Profile Team Tools Window Help

. By @9 | | <default config>

| services |

Cl @@ W B D - BB - G -

Start Page

(==} CloudSim-3.0

-

=
=
=1- L Source
learr

=3
=

=-ER

CAATIICCINAN

SDOEEE

) - Ly Test Pa
- [@ Libraries
- L@ Test Lib

-3

New >

Build

Clean and Build

Clean
Generate Javadoc

Run

Debug

Profile

Test

Run Selenium Tests
Set Configuration >

Alt+F6

Open Required Projects >
Close

Rename...
Move...
Copy..

Delete Delete

Find...

Inspect and Transform...
Versioning >
History >

Ctri+F

Resolve Project Problems... Output >

Properties

ac 1,

=t= - N >

-~y

Figure 31: Run the file
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Figure 34: Structure of project
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Number of hosts: 600

Number of VMs: 1052

Total simulation time: 7200.00 sec

Energy consumption: 19.14 kWh

Number <of VM migrations: 3011

SLA: 0.00560%

SLA perf degradation due to migration: 0.09%
SLA time per active host: 6.40%

Overall SLA wviolation: 0.09%

Average SLA violation: 10.06%

Number of host shutdowns: 778

Number of host UnderUtilized : 18

b Number of host OverUtilized : 34

Number of host BalancedUtilized : 8

Number of host shutdown/idle : 5471

Mean time before a host shutdown: 760.04 sec
Sthev time before a host shutdown: 201.75 sec
Mean time before a VM migration: 17.67 sec
Sthewv time before a VM migration: 8.17 sec

EOVE)

Execution time — VM selection mean: 0.00065 sec
Execution time — VM selecticon stDhewv: 0.000782 sec
Execution time — host selection mean: 0.00&687 sec
Execution time — host selection stDewv: 0.00125 sec
Execution time — VM reallocation mean: 0.05117 sec
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J Execution time — total stDhev: 0.54975 sec

Figure 35: Result of simulation
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Figure 36: Final result
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Figure 37: Result displaying in form of graph

33




	Introduction
	Motivation
	Research Question
	Research Objective

	Related Work
	Methodology
	Design Specification
	Cloud Sim
	CloudSim Simulation Data Flow Process
	Flow Diagram

	Implementation
	coding
	Database
	Consolidation process
	Configuration
	Dataset

	Evaluation
	Simulation
	Result
	Chart
	Discussion

	Conclusion and Future Work
	Acknowledgement
	Appendix - Configuration Manual
	Download Software
	Software installation procedure
	Implementation
	Output


