
Analysing the Evolution of FinTech
Research Topics in Academia

MSc Research Project
MSc in FinTech

Mudit Agarwal
Student ID: x18108202

School of Computing
National College of Ireland

Supervisor: Victor Del Rosal



National College of Ireland

MSc Project Submission Sheet

School of Computing

Student
Name:

Mudit Agarwal
…….……………………………………………………………………………………………………………

Student ID:
X18108202
……………………………………………………………………………………………………………..……

Programme:
MSc in FinTech
……………………………………………………………… Year:

2019
…………………………..

Module:
MSc Research Project
………………………………………………………………………………………………………….………

Supervisor:
Victor Del Rosal
………………………………………………………………………………………………………….………

Submission
Due Date:

12/08/2019
………………………………………………………………………………………………………….………

Project Title:
Analysing the Evolution of FinTech Research Topics in Academia
………………………………………………………………………………………………………….………

Word Count:
6599 23
……………………………………… Page Count…………………………………………….……..

I hereby certify that the information contained in this (my submission) is information
pertaining to research I conducted for this project.  All information other than my own
contribution will be fully referenced and listed in the relevant bibliography section at the
rear of the project.
ALL internet material must be referenced in the bibliography section.  Students are
required to use the Referencing Standard specified in the report template. To use other
author's written or electronic work is illegal (plagiarism) and may result in disciplinary
action.

Signature: ………………………………………………………………………………………………………………

Date:
16/09/2019
………………………………………………………………………………………………………………

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST

Attach a completed copy of this sheet to each project (including multiple
copies)

□

Attach a Moodle submission receipt of the online project
submission, to each project (including multiple copies).

□

You must ensure that you retain a HARD COPY of the project, both
for your own reference and in case a project is lost or mislaid.  It is not
sufficient to keep a copy on computer.

□

Assignments that are submitted to the Programme Coordinator Office must be placed
into the assignment box located outside the office.

Office Use Only
Signature:
Date:
Penalty Applied (if applicable):



1

Analysing the Evolution of FinTech Research Topics
in Academia

Mudit Agarwal
Student ID: x18108202

Abstract
The FinTech or financial technology industry has burgeoned in the past decade and

has emerged as one of the hottest industries in recent times thanks to a myriad of
innovations and disruption. New technologies like artificial intelligence (AI),
blockchain, regulatory technology (RegTech), robotic process automation (RPA),
insurance technology (InsurTech), internet of things (IoT), cloud computing and many
more have been implemented in various different industries in unprecedented ways
thereby disrupting the status quo. KPMG indicates that investment in the FinTech
industry has doubled from 2017 to 2018, hitting a record $111.8 billion. Owing to the
enormous global investment in the FinTech sector and its rapid expansion, it becomes
imperative to analyse the research topics directing the growth of the FinTech sector. This
research analyses FinTech research done in the past decade to determine the hot topics
and provide an overview of how these topics have changed over time. Abstracts of
journals articles and conferences are taken and a Latent Dirichlet Allocation (LDA)
model using Gibbs sampling is trained to extract topics from them using topic modelling.
The trends of the extracted topics are also identified including the positive or negative
linear trends as well as non-linear trends.

1 Introduction

Financial technology (FinTech) has been growing at a tremendous rate over the past decade
which is evident from the massive investments made into this field all over the globe.
Deloitte indicates that the number of FinTech start-ups entering the market during 2010-2012
doubled when compared to those entering the market in 2008-2010 (Deloitte, 2017). KPMG
indicates that global investment in the financial technology sector has doubled from 2017 to
2018 and has hit a record high of $111.8 billion as seen in the figure below (KPMG, 2019).



2

Figure 1: Global FinTech investment

Since the FinTech industry has clearly been burgeoning and immense capital is being
injected into it, it is imperative that trends in the industry must be analysed so as to gain a
deeper insight into where the industry is headed. This would give an understanding about the
novel technologies being used to disrupt the status quo in the market which can be extremely
valuable.

A plethora of study areas exist within the financial technology domain which are
creating technology that is disrupting many different industries. Such exciting new areas of
study are widely discussed and studied by students of FinTech. This enables them to excel
academically while also narrow down their personal interests within FinTech. It also provides
them with a deep understanding about which topics or areas of study are fuelling the rapid
advancement of the FinTech industry. This research aims to provide a similar insight into
various FinTech research topics that have been pushing the industry to the forefront over the
past decade. Such information can be extremely valuable to multiple stakeholders and people
for different reasons.

The leadership of FinTech companies and other organisations providing financial or
FinTech-realted services ought to be very well versed with the different emerging
technologies and their evolution so as to identify the ones that are projected to disrupt the
status quo in the industry. This can be greatly facilitated by research such as this one as
trends in academic research are a great indicator of the evolution of emerging technologies.
This could potentially allow the company to focus their research and development (R&D)
efforts in studying and implementing the identified emerging technologies ahead of the
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competition thereby providing unique competitive advantage to the organisation. The lack of
this foresight, however, could prove to be a massive missed opportunity costing organisations
millions in revenue. This is evident from the way Amazon have become the world leaders in
providing cloud services by being one of the first companies to innovate in that area of study.

Besides upper management/leadership of FinTech organisations and
researchers/students studying financial technology, this research will also be useful to
governments and policymakers as it will allow them to identify upcoming technologies ahead
of time. The government and policymakers could then study and understand the emerging
technologies and plan the regulations and laws needed to efficiently regulate the new
technologies. By identifying the topics and technologies in advance, all this can be done
before the technologies are actually put into widespread use thereby allowing smooth rolling
out of the technologies and their adoption without any hesitation. Bad planning before rolling
out novel technologies can result in negative perception of the technology which pulls back
its adoption by years.

Text mining as an area of study or concept, was first created by Feldman & Dagan
(1995) in 1995. Starting then, the field of text mining has seen massive developments
resulting in a myriad of techniques that can be used for text mining and feature extraction.
These include Naïve Bayes classification, K-Means Clustering and several more (Wang, et
al., 2000). These techniques were quite efficient in analysing portions of text but did not
capture the relationships between words and documents. This created a necessity for topic
modelling. It was derived in 1990 from Latent Semantic Indexing (LSI) that was based on
linear algebra (Deerwester, et al., 1990). Latent Semantic Indexing involves creating vector
representations of the text being analysed which in turn are used to identify relationships
between words. Hofmann (1999) gave rise to Probability Latent Semantic Analysis (PLSA)
in 1999 when he proposed the use of probability to circumvent the need for complex
calculations. Latent Dirichlet Allocation (LDA) was formed when the PLSA model was
improved by including Dirichlet distribution in Probability Latent Semantic Analysis. In
LDA, the text documents are regarded as massive mixtures of latent topics and the
relationships among these topics are identified using Bayesian probabilistic distributions over
words in the text documents. Latent Dirichlet Allocation is most suitable for summarising a
large corpus of disparate unstructured text data sources and this is why it is one of the most
extensively used techniques for topic modelling.

Figure 2 (Lee, et al., 2018) shows the LDA model and its working visually as seen
below:
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Figure 2: Graphical model of LDA

This paper is organised as follows: Section 2 discusses the related research done on
topic modelling while Section 3 elucidates the research methodology that was followed for
the course of this research. Section 4 describes the design specification and implementation.
Section 5 provides the evaluation of the model and the paper is finally concluded in Section 6
which also lays out the future work.

2 Related Work

Bittermann & Fischer (2018) analyse academic research in psychology using Latent Dirichlet
Allocation and show its advantages over the classification-based scientometric approaches.
They use 314,573 psychology publications published from 1980 to 2016, comprising of
articles, book chapters, reports and dissertations extracted from the PSYNDEX database for
psychology academic literature. Latent Dirichlet Allocation using Gibbs sampling is
employed for topic modelling and non-linear trends are identified using multilayer
perceptrons (MLPs) with two hidden layers. The average topic probabilities as a non-linear
function of the publication year are calculated by the multilayer perceptrons. Moreover, the
optimal number of topics to be determined from the dataset was chosen as 500 by analysing
the values of log likelihood for different models. Both linear and non-linear trends were
determined and 128 topics were observed to display an upward linear trend while 135
portrayed a downward linear trend. The topics portraying the upward trend included topics
like human migration, visual attention, online therapy, neuropsychology, genetics and
traumatisation among several others. These were regarded as the hot topics in the field of
psychology due to their recent upward trend. This method has advantages over classification-
based techniques as this model provides more specific information on the topics. The
research notes and iterates that emerging techniques like polylingual topic modelling,
dynamic topic modelling and multilingual probabilistic topic modelling can provide
improved results in the future. This research outlined in this paper will also use LDA with
Gibbs sampling for topic modelling and log likelihoods will be one of the metrics used to
determine the optimal number of topics to be extracted from the dataset.
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Similarly, Amado et al. (2018) delve into big data in marketing and provide insights
using topic modelling and text mining. Author affiliations are used to identify major
contributors as well. Relevant domain sciences and non-technical terms in several areas of
marketing are used to extract 1560 articles and journals from ScienceDirect published
between 2010 and 2015. The subjects were analysed to form five representative dictionaries
for geography, products, sectors and big data & marketing. The geographical dictionary
determines the country contingent on the author’s affiliations, the products dictionary
determines products and services under question, the sectors’ dictionary identifies the various
sectors of the economy being considered and finally the big data & marketing dictionary
determines the terms used. Topics are extracted from documents using topic modelling
implemented by LDA. USA and China are observed to be the largest major contributors
which is expected due to their large populations. India, Australia and Spain are also identified
as major contributors providing significant contributions to academic research in the field.
The tremendous growth in big data and marketing is evident upon observing that the number
of academic publications in this field has doubled year on year. It is observed that Europe,
Asia and North America are major contributors in the space. Furthermore, it is noted that
healthcare and energy garner 50% of the attention given to consumer goods in North
America.

Chanda & Das (2018) employ a graph-based clustering technique to cluster
documents together and identify their topics using the importance factor of documents. A
corpus of 18,834 documents is extracted from newsgroup20 consisting of twenty topics.
Next, stop words from this dataset are deleted and words are turned to their root form through
the process of stemming. Following this, the root words are converted to vectors using
inverse document frequency (IDF) and term frequency (TF). These vectors are in turn used as
the input for the clustering algorithm. The weightage of documents is determined by their
importance factor and the node with the highest importance factor becomes a cluster centre.
When adjacent nodes have a similarity weight that exceeds the threshold value, they are
included in the cluster and the new whole is then considered a node. This process is
performed repeatedly until the similarity weights of all neighbouring nodes is lesser than the
threshold value. Abulaish & Fazil (2018) analyse tweets from the social media platform
Twitter and show variations in user behaviour in terms of the topics discussed they discuss on
the social media platform. A word embedding based approach is used for this research.

Text data like comments from StackOverflow are analysed by Johri & Bansal (2018)
in order to identify hot topics being discussed and technology trends in the technology and
computer science field. From the dataset comprising of comment data and other user
generated content, stop words, numbers, code and urls are eliminated following which the
process of stemming is performed in order to convert the words to their root form. This step
is similar to the research discussed previously (Chanda & Das, 2018). Next, Latent Dirichlet
Allocation is performed on the transformed data to extract 40 topics from the dataset. The top
terms are identified in each topic and these are used to manually label each topic. Hot topics
and most impactful topics are identified and their trend in analysed. From a total of 40 topics,
16 topics are found to be having an upward linear trend, 15 having a downward linear trend
and 9 having a steady trend. Competing programming languages are identified and the most
popular one among them are also identified. It is observed that website design/CSS is the



6

most impactful while mobile app development and data analysis/visualisation are the hottest
topics. This research provides a deep insight about which technologies and languages are
most widely used, their relationships with one another and also their impact on their
respective industries. The research outlined in this paper seeks to provide similar insights into
the prevailing trends in the FinTech domain.

A two-phased technique for topic modelling is used by Wai & Aung (2018)
combining Latent Dirichlet Allocation with pattern mining techniques that provides more
specific and improved results as opposed to the results obtained by using LDA alone. Two
datasets of paper abstract data containing 548 and 129000 abstracts are used as datasets for
this research. Stop words are eliminated and stemming is performed similar to the research
discussed earlier (Johri & Bansal, 2018). Next, LDA is applied and twenty topics are
extracted from each dataset. Topical transaction datasets are then created to optimise topic
representations which in turn is used to create frequent item sets. Information entropy is used
to measure performance. The frequent item sets based model is observed to have lower
entropy compared to the baseline model thereby resulting in more specific topic
representations.

Abuhay et al. (2018) extract research topics from journal papers published in the
International Conference on Computational Science (ICCS) using non-negative matrix
factorisation topic modelling. Autoregressive Integrated Moving Averages (ARIMA) is used
to predict trends in research topics in the future. For this research, 5928 journal papers
published between 2001 and 2007 were extracted from the ICCS and non-negative matrix
factorisation is performed for topic modelling. The results obtained were further analysed
using Change Point Analysis (CPA) and trend analysis. The time series is first stationarised
before applying ARIMA for trend prediction. Model performance is measured using Root
Mean Squared Error (RMSE) and the prediction performance is found to be fairly accurate.
The research notes that multivariate time series prediction may further increase the accuracy
of the model.

Liu et al. (2018) analyse topics being discussed in the online discussion forums of the
“Introduction to Psychology” degree course at a Chinese university. Emotion driven topic
modelling is performed on student comments and the emotions being reflected are obtained
and classified into positive or negative emotions and confusion. Moreover, topics being
discussed are determined for each emotion, which provides an insight about which topics are
perceived to be strengths by students and which are causing trouble for students. This allows
the identification of problem areas in which the students need help and this information can
be very valuable to teachers and other stakeholders. Problem areas can be worked upon by
the institution to improve the quality of education received by students and areas of strengths
can be lessons that may be introduced into other course offerings thereby improving other
courses based on these learnings. The research outlined in this paper does not require emotion
based topic modelling but it is fascinating to look at its implications and the actionable results
that can instantly be used to improve the services provided.

Wang & Yang (2018) perform a similar research by incorporating ratings and user
sentiment in topic modelling on user product reviews. A Sentiment Topic Factorisation
Model (STFM) is proposed for including user sentiment as features extracted by topic
modelling through LDA, TopicMF, Hidden Factors and Hidden Topics (HFT) usually do not
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take user sentiment into account. User preference is extracted from review sentiment using a
lexicon method combined with a transform function while LDA is used for feature extraction.
The item features and user preferences are then combined by the matrix factorisation model.
22 Amazon datasets obtained from McAuley & Leskovec (2013) are used for this research
and the model performance is as good as the state of the art and even better for 13 datasets.
The research notes that deep learning can provide even better accuracy in natural language
processing (NLP) and can be utilised in the future to improve upon the model and achieve
even better performance.

Vamshi et al. (2018) also combine sentiment analysis with aspect based opinion
mining. Aspect based opinion mining is a sophisticated technique for feature extraction as
well as determining user ratings for these features or aspects. This research uses tweets that
include reviews from the social media platform Twitter as its primary dataset. This research,
like several others discussed above, uses Latent Dirichlet Allocation for feature extraction
and topic modelling. The sentiment analysis is done via Support Vector Machines (SVMs)
which perform even better than Naïve Bayes. LDA identifies the topics or features being
talked about from the unstructured text data and SVM identifies whether user sentiment
towards the extracted features are positive or negative. The research also notes that it can
suffer due to spam or incorrect opinions/reviews despite being a good technique for opinion
mining and sentiment analysis. Fake news and spam opinions have been rising on social
media platforms lately and an effective way to segregate authentic reviews from fake ones
needs to be devised. Once fake opinions are eliminated from the dataset, the results can be
trusted completely without any manufactured bias.

Laoh et al. (2018) analyse Indonesian song lyrics featuring the convoluted and
nuanced language of Bahasa, to extract the topics of the songs using Latent Dirichlet
Allocation. For the purpose of this research, 193 Indonesian songs are chosen from the top
200 Spotify list from January 2017 to January 2018. The lyrics of these songs are analysed to
determine the topic or theme of the song. Multiple pre-processing steps are performed like
tokenisation, case folding, stemming and filtering. These pre-processing steps are observed in
research done by several others as discussed above. These steps prepare the data for applying
LDA for topic modelling. The LDA model is evaluated using perplexity as a performance
metric and it is also used to determine the optimal number of topics. Ten topics including
“joy and party”, “sad and sorrow”, “love and romantic” and “nationalism” are identified and
probabilities for each topic are calculated. The topic corresponding to the highest probability
is chosen as the topic of that song. “Love and romantic” is observed to be the most
popular/prevalent topic discussed most extensively. It should be noted that the size of the
dataset is relatively small and a more holistic view can be provided if more data is used for
topic extraction.

Hidayatullah et al. (2018) analyse football related tweets from the social media
platform Twitter, taken from several Indonesian Twitter accounts that provide updates and
commentary on football. Latent Dirichlet Allocation is used for topic extraction and these
topics give an overview of which topics are being discussed most in the Indonesian football
community. The hot topics obtained from LDA are then visualised through python libraries
namely pyLDAvis and Gensim so as to depict the relationships between words and topics.
Several topics are observed to be similar while others are found to be completely independent
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of one another. Top 30 words appearing most frequently in the data are identified and an
analysis of the top 5 terms portray that Manchester United, Real Madrid and Chelsea are the
teams that are most widely discussed in the Indonesian football community. Analysis of the
top hot topics discussed in the news reveal that “El Clasico”, “English Premiere League”,
“pre-match analysis” and “live updates” are the topics.

The aforementioned research papers provide an overview of the disparate approaches
being applied in the field of topic modelling. It is noted that most implementations of topic
modelling or models that involve feature extraction are based on Latent Dirichlet Allocation,
sometimes in conjunction with other techniques. The research outlined in this paper will
apply topic modelling to obtain keen insights in the financial technology domain.

3 Research Methodology

This research follows the Knowledge Discovery in Databases (KDD) (Fayyad, et al., 1996)
approach that comprises of various steps. These steps are shown below in Figure 2:
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Figure 3: Knowledge Discovery in Databases (KDD)

A. Data Selection:
This is the first step of KDD and it includes selecting the most appropriate data from
the data corpus or data source chosen for the analysis. The most relevant and
appropriate data must be identified in terms of the knowledge discovery exercise
undertaken and only this selected data is fetched and used for the purpose of the
knowledge discovery exercise. This ensures that there is no superfluous data in the
dataset used. This optimises the size and amount of data needed for analysis.
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B. Data Cleaning & Pre-processing:
This next step in KDD is essential as it includes cleaning the data. Any missing data is
either removed or dealt with using various techniques. Noise and outliers are also
identified and dealt with either by deletion/removal or by using techniques to make
the data ready for the next step, data transformation.

C. Data Transformation:
This step requires knowledge of the data analysis technique chosen to be performed
on the dataset. The form of the data required to be fed into the data analysis method is
identified and the purpose of this step is to transform the dataset into the identified
form so as to achieve the best results. Data transformation methods are applied to the
cleaned and pre-processed data to create the best representation of the most useful
features relevant to the data analysis task undertaken.

D. Data Mining:
This is one of the most important steps in KDD as this step includes actually
performing the analysis on the dataset using the data mining technique chosen for
analysis. The technique chosen must be the most suitable technique for the kind of
analysis to be done as the more appropriate the method, the better will be the results.
The data mining method is then applied to the transformed data without any issues
since the dataset is already in the correct form to be fed in to the method.

E. Interpretation/Evaluation:
This is the final step in KDD and it involves evaluating the analysis performed in the
previous step. The performance of the model or technique used is measured using a
plethora of metrics. Moreover, the results of the analysis are interpreted and explained
so as to gain an idea about the impact or significance of the results. This
understanding results in valuable knowledge that can be used to make further
decisions.

For the purpose of this research, the following tasks are performed as part of the steps
in the Knowledge Discovery in Databases cycle:

A. Data Selection:

 IEEE Xplore Digital Library (IEEE, 2019) is used as the primary data source for this
research as it provides easy access to journal articles and conference proceedings in
computer science and other related fields.

 FinTech journal articles and conference proceedings published from 2010 to 2019 are
extracted from IEEE Xplore Digital Library in csv format. Various
buzzwords/keywords are used as search strings to search for FinTech publications
including blockchain, financial technology, fintech, blockchain, smart contracts,
cryptocurrency, distributed ledger, financial services, initial coin offering, insurtech,
regtech, DLT and ICO.
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B. Data Cleaning & Pre-processing:

 The journal articles and conference proceedings belonging to different search strings
are then combined/aggregated into a single csv file. There are separate columns for
Abstract and Year of Publication which are the two most useful columns for this
research.

 The aggregated dataset is then analysed and it is observed that many observations
have numerical values and missing values for Abstract and Year of Publication
attributes. These observations are removed from the dataset.

 It is observed that a total of 14,116 unique observations are obtained and these can be
used for the purpose of this research.

C. Data Transformation:

 The dataset in csv form is ingested into R and all attributes are converted to string for
ease of use as Abstract data should be in string format.

 Case folding is performed which involves converting the entire text to lowercase.
 Stop words like ‘a’, ‘an’ and ‘the’, which have no intrinsic meaning and therefore are

irrelevant for the purpose of topic modelling in this research are removed.
 Punctuations and numbers are removed as they do not provide any meaningful

information about the topics of the research papers being analysed.
 Tokenisation, which is the process of breaking down the string data into individual

words, is performed on the data.
 It is noted that these steps are very similar to the ones performed for several research

papers discussed earlier in Section 2.

D. Data Mining:

 Latent Dirichlet Allocation (LDA) using Gibbs sampling is applied on the
transformed dataset for topic modelling and extracting topics from paper abstracts.

 The parameters passed are 200 omitted Gibbs iterations at the start, 500 Gibbs
iterations and 5 repeated random starts.

 Parameters of the symmetric Dirichlet priors were set as alpha=0.1 and beta=0.05.
The former results in documents mapped to fewer topics while the latter results in
relatively more separated topics.

 Multiple LDA models are trained with varying values for k, the number of topics to
be extracted.

E. Interpretation/Evaluation:

 The topic coherence, log likelihoods and R squared values are used as performance
metrics to compare the performance of the different LDA models obtained.

 The model with the highest log likelihood and topic coherence is chosen to be the best
performer. The evaluation and interpretation is further discussed in more detail in
Section 5.
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4 Design Specification & Implementation

This section provides an overview of the algorithm used for the purpose of this research.

Latent Dirichlet Allocation or LDA is a generative probabilistic model for mixtures of
discrete data like a text corpus (Blei, et al., 2003). It is a three tier hierarchical Bayesian
model that considers every document or data item as a large finite mixture over a number of
topics. Similarly, every topic is modelled as an infinite mixture over the topic probabilities.
LDA differs from simple Dirichlet multinomial-clustering model as the simple model would
only be a two tier model where a Dirichlet is sampled once for the textual dataset, a
multinomial clustering variable is selected once for each document in the dataset and several
words are chosen for the document based on the cluster variable. This is quite similar to
several other clustering models because this too involves each document being mapped to
only a single topic as opposed to multiple topics as in LDA. LDA is also a three-level model
as opposed to two-level and the topic nodes are sampled repeatedly instead of just once.

Gibbs sampling is one of the algorithms in the Markov Chain Monte Carlo (MCMC)
framework (Gilks, et al., 1995). It is based on the sampling from conditional distributions of
variables. The MCMC algorithms seek to create a Markov chain which has the target
posterior distribution as its stationary distribution. This basically means that after traversing
through the chain for some iterations, sampling from the distribution must converge to be
near sampling from the desired posterior.

5 Evaluation

The LDA models are run for various values for the number of topics. Particularly, models for
5, 10, 20, 30, 40, 50, 100, 150 and 200 topics were run. For evaluating the performance of
these models and to select the best model, three metrics are used. These are:

 R2

 Coherence
 Log Likelihood

It is noted that the best model will be the one with the largest value for R2, coherence and
magnitude of the log-likelihood.

Figure 4: R2 values for models with different k
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Figure 5: Coherence for model with different k

Figure 6: Log-likelihood for models with different k

It is evident from figures 4 and 6 that the values for R2 and log-likelihood are
increasing with increasing k thereby portraying direct proportionality in this case. Coherence
also shows a similar trend but with some exceptions.

We discard the values of k greater than 50 because the greater the number of topics,
the lesser will be the clarity/understanding and verifiability by experts (Battisti, et al., 2015).
Upon discarding values greater than 50, it is observed that k=50 is the optimal number of
topics for our dataset containing 14,116 abstracts.
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It is also noted that topic prevalence, which is simply the prevalence of the topic,
should be directly proportional to alpha. This is because if a topic is very prevalent, then there
will be few other topics apart from that. Fewer topics are associated with higher values for
alpha. This proportionality can be confirmed by figure 7 as seen below:

Figure 7: Prevalence vs Alpha

The R library textmineR is used to create labels for the topics identified by the LDA model.
The fifty labelled topics identified can be seen below in figure 8:
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Figure 8: Labelled Topics

Top 10 topics along with their labels, coherence, prevalence and the top 10 words in
each topic are shown below in figure 9:

Figure 9: Top 10 topics
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The following pie-chart shows the top 15 topics and their respective prevalence to
give an overview of which topics were the most discussed in academic literature within the
FinTech domain:

Figure 10: Top 15 Topics and their prevalence

The following figure 11 shows the frequency of documents in each year since 2010 so
as to provide an idea about how many publications existed for each year.

Figure 11: Document frequency by year

It is observed that there are no anomalies and the number of publications do not vary
substantially over the years.

The topics are converted to time series and their slope is calculated to determine
whether the topics have positive (increasing) or negative (decreasing) slope. The figure 12
below shows a table of number of topics with positive and negative trends by their level of
significance.

Figure 12: Linear trends by significance
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The top hot topics, that is, the topics which are increasing in popularity as well as the
cold topics (decreasing in popularity) are also determined. These hot and cold topics, along
with the top words in each topic are displayed below in figures 13 and 14 respectively.

Figure 13: Hot Terms/words

Figure 14: Cold Terms/words

It is observed that blockchain technology, internet of things, access control, smart
contracts, cyber-attacks, scheme and big data are the hot topics. Moreover, financial crisis,
listed companies, decision making, management system, financial services, higher education,
financial performance, real estate and science and technology are the cold topics.

So far only linear trends in topics have been considered. This only allows for topics
having either a positive or a negative slope. However, in reality, the topics do not vary so
uniformly with the passage of time. Due to this reason, there is need to incorporate topics that
do not have a linear positive or negative trend. This research overcomes this drawback by
also considering non-linear trends in research topics. Multilayer perceptrons (MLPs) with
two hidden layers are used to calculate the mean of topic probabilities over all documents for
every topic (Bittermann & Fischer, 2018). This average topic probability is then modelled as
a non-linear function of the year of publication. The two hidden units mitigate the risk of
overfitting and also allow for non-monotonic functions. The topics having non-linear trends
are identified and these are displayed below in figure 15:
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Figure 15: Non-linear terms

It is observed that power systems, renewable energy, cloud computing, regulatory
networks, wifi, neural network, case study, healthcare and smart grid have non-linear trends.
These non-linear trends can be visualised as time series. Time series visualisations for topics
having non-linear trends are shown below in figure 16:

Figure 16: Non-linear topics as time series

6 Conclusion and Future Work

This research analyses research done in the field of financial technology or FinTech since
2010 to identify trends in the topics of research. Latent Dirichlet Allocation using Gibbs
sampling is used for topic modelling. 14,116 abstracts from journal articles and conference
proceedings are extracted from IEEE Xplore Digital Library and 50 topics are extracted from
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this corpus. The number of topics is selected based on values for coherence, log-likelihood
and R2. The values for these metrics increases with higher values of k but since large number
of topics reduce understanding and hampers verifiability by experts (Battisti, et al., 2015),
values of k greater than 50 are discarded. It is observed that among the 50 topics identified,
some topics portray increasing linear trends over time including blockchain technology,
internet of things, access control, smart contracts, cyber-attacks, scheme and big data. These
topics are recognised as hot topics in the field of FinTech. The hot topics identified in this
research will be more useful to new entrepreneurs and businesses who can use this
knowledge about existing trends and popular technologies to facilitate their use cases. It
should be noted that from the dataset used for this research, the hot topics identified are the
topics that have already been fairly popular in recent years. Therefore, it can be concluded
that this type of research needs to be done regularly with more data so as to identify hot
topics that are yet to gain popularity. This means that students of FinTech, business leaders in
the FinTech domain and governments/policy makers must give special attention to these
topics as they are likely to become more widespread in the near future. Business leaders
should push for research into these topics by their R&D department and policy makers should
learn about these topics in order to be able to regulate the novel technologies. Students should
also delve into these to see if they pique their interest. Moreover, some cold topics are also
identified which can be avoided by the stakeholders mentioned above since their popularity is
dropping. Unlike many topic modelling implementations, this research also identifies topics
having non-linear trends using MLPs. These include topics like power systems, renewable
energy, cloud computing, regulatory networks, wifi, neural network, case study, healthcare
and smart grid. These are visualised as time series for easier grasping. This research provides
valuable insight to students, policymakers and business leaders. It can be concluded that topic
modelling using LDA is a feasible method for exploratory analysis of the research topics in
the FinTech domain as well as determining the trends in these topics.

Although this research provides many benefits over several topic modelling
implementations based on LDA, there is still room for much improvement. For future
analysis, several other data sources can be included to provide a more holistic representation
of the FinTech research done around the globe. Furthermore, more sophisticated techniques
like correlated topic models and dynamic topic modelling can be used to improve the results
of this research.
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