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Multi-label classification and description generation of Pulmonary

diseases in Chest X-rays using Deep Learning techniques

Madhav Kant Lavania
x18104151

August 12, 2019

Abstract

The applications of deep learning have broadened their spectrum in the field of medical
research. One such field is medical radiography which uses several imaging techniques like
CT-Scan, X-Ray to view the internal abnormalities of a human body. Traditional image
classifiers could not process these noisy, blurred or unclear X-Ray images, which leads to
incorrect results. These image classifiers lack in mimicking the exact understanding of a
professional, which comes from rigorous training and hands-on experience. Hence, a novel
solution to x-ray image classification and description generation has been presented. This
approach works towards detection and classification of pulmonary diseases like fibrosis as
well as generates a medical interpretation of the detected abnormalities. This model is
prepared in two parts. The first part works as a multi-label classifier and is based on a
pre-trained MobileNet Convolutional Neural Network (CNN), while the second part of the
model is designed by combining a pre-trained CNN VGG16 and a Long-short term memory-
recurrent neural network (LSTM-RNN) to generate a medical description of the diagnosis.
Chest x-ray image dataset from OpenI and NIHCC with their medical labels have been used
for training and testing the model. This multi-label classifier and the captioning system
performs well with an overall prediction accuracy of about 87% and BLEU score of 0.58.

Keywords: Medical Imaging, Deep Learning, CNN, MobileNet, VGG16, LSTM-RNN,
Word Embedding, Image captioning

1 Introduction

Interstitial lung disease (ILD) is prevailing rapidly in many parts of the world with a huge
increase in the number of people suffering from it1. ILD is a group of about 250 different
lung diseases characterized by damaged and scarred lungs. Prolonged illness due to ILD may
result in pulmonary fibrosis, which is again a chronic lung disease identified by scarring of lung
tissues. These scars become prominent over time and ultimately hinder the respiratory process
of the infected individual (Anthimopoulos et al. (2016)). Early screening of such diseases can
do damage control.

Physicians generally ask for getting a chest X-ray done before recommending any other major
high-resolution imaging like CT-scan or MRI. X-rays are cheaper and more easily available than
their high-quality counterparts. Doctors can easily diagnose the problem by taking a quick scan
of the X-ray. However, due to the shortage of experienced radiologists and an ever-increasing
number of patients, it is becoming challenging to diagnose Pulmonary fibrosis and other such
ILD diseases. X-rays are the preferred source of identifying the problem because of their low
cost and easy availability, even in rural areas. Since X-rays bear a lower quality resolution,
sometimes due to which few diseases might not get correctly identified by the radiologists which
further results into critical health issues or even death of the patient. Thus, a classification

1https://www.who.int/gard/publications/The_Global_Impact_of_Respiratory_Disease.pdf
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system is required which can not only identify these diseases efficiently but also generates
related diagnosis description of the same.

Therefore, in this research, we put forth a multi-label based classification and report gen-
erating a model which works specifically for chest X-ray diseases including Pulmonary Fibrosis
using the X-ray images and their diagnosis reports. Many conventional machine learning models
like support vector machine (SVM) have been implemented in the past for identification of these
diseases by highlighting the affected area with the help of bounding box outlining the problems.
Computationally, creating bounding boxes is a time-consuming task and these algorithms are
also slower in performance which may behave very differently in case of larger datasets. The
applications of deep learning approaches have been applied in areas like text analysis, image
classification and captioning, Natural Language processing. These algorithms are meant to be
used with larger input data. Multiple past researches like (Krizhevsky et al. (2012), Chen et al.
(2017a) show that the combination of CNN and LSTM-RNN may be perfectly used together
for language translation, image captioning, and Natural Language Processing. This research
presents a solution which not only identifies/detects the lung-related diseases like Pulmonary
Fibrosis but also generates a medical description of the same. The model has 2 major parts.
The first part is a multi-label classifier which uses a pre-trained CNN “MobileNet”. The weights
from this part are inputted to the second part of the model which is a combination of another
pre-trained VGG16 CNN and an LSTM-RNN network. This second unit works as a disease
description generator. The combination of both of these together works best as a multi-label
disease detection and captioning system.

MobileNet CNN is a lightweight, highly accurate and a faster CNN designed by Google. It
has been pre-trained with thousands of embedded images. This type of CNN is perfect for a
noise-prone, dirty data with blurred input images.

The second part of the model combines the results of classification from the first part. Its
weights are given as input to another pre-trained CNN model VG16 which has been trained
on about 15 million image-label based combinations. The idea here is to leverage the use of
these pre-trained classifiers to achieve the highest performance in terms of ILD detection and
description generation. Implementation of LSTM facilitates the report generation as it works
best for sequential data. The input to LSTM is the normalised sequence of numerical data in
the form of a vector. So, a word embedder is used to convert the image labels into a feature
vector. This vector set is then provided to the LSTM which generates the respective description
word-by-word for a given image after its correct classification. A special inclusion of blurring,
flipping, shearing, rotating, augmenting and tilting of the images has been done to enhance
the performance of the model. This research is completely based upon the chest X-ray images
and their respective labels. Two different data sets have been used in this study. First one is
from NIHCC (Wang, Peng, Lu, Lu, Bagheri & Summers (2017)) which a public data repository,
containing about 112,000 anonymised chest X-ray data with information of about 14 different
pulmonary and ILD diseases. The second dataset is taken from OpenI (Demner-Fushman et al.
(2015)) which is again a publicly available anonymised dataset which is accessible at URL 2. It
contains approximately 7470 chest X-ray images and 3,955 different radiology reports.

In the upcoming sections, vast literature review is presented in section 2. Methodology used
in this research is described in section 3.4, followed by Implementation and Evaluation in section
4 & 5. The paper is concluded with some discussion on results, conclusion and future work in
section 6 & 7.

2 Literature Review

For decades, machine learning algorithms like K nearest-neighbour, random forest and support
vector machine were handed-down for general classification problems. But, these algorithms

2https://openi.nlm.nih.gov/gridquery?q=chest%20x-ray%20fibrosis&it=xg&sub=x&m=1&n=100
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need a bounding box across the area that needs to be identified. Creating bounding boxes is a
hectic and time-consuming task which requires human intervention and good specific domain
knowledge of medical imaging. Additionally, tradition algorithms are slow and usually take
days for their training. Moderate performance, less accuracy, and weak classification power are
few of the factors that push to research about new technologies.

These problems are resolved by deep learning which turns out to be an exceptional solution
in labelling, annotating, classifying and detecting a single or a multi-label problem. Below are
few researches performed on image classification and captioning using deep learning techniques
such as CNN and RNN.

2.1 Deep Convolutional Neural Networks in Pulmonary disease classification

Research by Anthimopoulos et al. (2016) used chest X-rays followed by a CT scan for classifying
pulmonary interstitial diseases. This paper suggests that to infer some insights from an image,
the output of a fully connected layer should be stored in a single vector. This helps in proper
image classification. An image feature should always be equal or small to the size of the texture,
otherwise the chances of transferring inappropriate information increases. Hence, a model with
2*2 kernel size having 5 convolutional layers was designed.

’LeakyRelu’ activation function was applied to every convolutional layer along with an av-
erage pooling layer. A dropout layer was implemented with Relu as an activation function to
prevent the model overfitting. For training & generating the weights, Adam Optimizer and
cross-entropy loss function were added. The learning rate was set to 0.001. The dataset of 120
images was converted into 15K small patches, 32*32 in size, for rigorous training. Later, with
the help of these functions, the model designed was run several times by changing few func-
tional parameters. However, the model showed slow training because of its small learning rate
and a large number of parameters. Overall, the concept of LeakyRelu helped in transferring
important and non-zero information to the fully connected layers, which set an inspiration for
our work.

Salehinejad et al. (2018) dealt with a small and imbalanced dataset for classification or
detection problems by artificially generating them. The researcher introduced a generative
adversarial network (GAN) which generates the data identical to the raw dataset. A CNN
model is then trained on both real and artificial images to have a big dataset for the better
results. A combination of Generator and Discriminator is applied. The generator takes an
image as an input, process them by mapping all the features, and generates a stimulating image
out of it. This stimulated image is then passed through the discriminator to compare and check
the matching of it with the raw images. Lastly, all the images (generated and raw) are used for
training the CNN. GAN helps in improving the quality, efficiency, and accuracy, on the other
hand, eliminates the possibility of unbalancing and over-fitting. The deep CNN (DCNN) that
author has used comprises of 5 convolutional layers with 3 fully connected and max-pooling
layers. Whereas, each part of GAN had 6 convolutional layers each.

A brilliant model designed by Rajpurkar et al. (2017) contained 121 convolutional layers
called dense convolutional neural network (DenseNet) to detect Pneumonia in lungs using chest
X-rays with the best accuracy and results. The analysis was performed on a recent publicly
available chest x-ray dataset called ChestX-ray14. Pneumonia has a very vague vision because
of veins and tissues. Thus to get a clear reflection and to reduce to possibility of incorrect
classification a DenseNet was proposed. In the pre-processing, the chest x-ray images were
converted to heat maps which is useful in highlighting the affected area. Comparatively, it then
becomes easier for CNN to understand the pattern of the highlighted area. The objective of
using such dense layers was to calculate the optimisation of the model at every step. A separate
dataset of about 400 images was collected, this dataset was labeled by 4 different doctors from
Standford university. It was later noticed that the F1 score attained by the labels of experienced
doctors was comparatively low than the score achieved by DenseNet. This reflects the power
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and capability of deep learning techniques. Considering the images in multi-scale would have
bought more weight and importance to the experiment. As the dataset was huge, still the model
was only capable of classifying Pneumonia at a time. Adam Optimizer and cross-entropy loss
function were used for training the model.

To improve performance and to classify 14 different pulmonary diseases, Xu et al. (2018)
extended the experiment conducted by Xu et al. (2018) using the same NIH dataset that con-
tains 112K chest x-ray images. The dataset was completely analysed here and the problem
of unbalancing has been highly taken into consideration. A pre-trained and one of the most
prominent CNN model InceptionV3 is used to classify pulmonary diseases. The last layer of
the model is replaced by 15 perceptrons. Each perceptron is defined as a specific class. 14 are
for different disease and 15th signifies ’no findings’. Hence, each perceptron gives the chances
of specified disease in percentage and accordingly a perceptron with the highest percentage is
the classified disease.performance and to
Summary 1: Researchers in the above experiments have only focused on classification or de-
tection of a single disease at a time, instead of focusing on multi-labeled diseases. A patient can
have more than 1 disease at a time, finding one and neglecting another could be very dangerous.
It is quite difficult for CNN to understand an image if it gets rotated, thus, to work with medical
imaging it is necessary to consider all the limitations and work upon it. However, one of the re-
searchers has trained their models with rotated or in multi-scale images. Unavailability of large
datasets is also a major concern. Other than these, all the models were capable of achieving a
good accuracy which shows the success of deep learning in the field of medical imaging.

2.2 Multi-scale, rotated, heat map, and multi-resolution medical images

X-rays, MRI’s and CT scans are sometimes not perfect and may require some noise clearance
before sending it to the doctor for diagnosing the problem. The machines get old and pathology
labs would require a huge amount of money to buy a new one every time the CAD images get
distorted. The researches discussed above have performed well in classifying a single-labeled
image at a time, but they have taken images on a different scale, rotated images and even the
images in different resolutions. Thus below papers have considered images in different scales
for classification and segmentation problems.

Shen et al. (2016) explored the use of multi-scale images to detect lung cancer with the help
of nodules using CT scan radio images. The author used two different datasets and developed
a model in two different parts. The first part uses 2272 lung nodule (swelling) images that are
not diagnosed with lung cancer. The CNN performs feature extraction and then transfer it to
MIL. Multiple Instance Learning (MIL) is the second part of the complete model. It comprises
of 3 different CNNs. These CNNs have been trained in different scales using 150 lung cancer
diagnosed images. Extracted features are then matched with the patterns available in the
second part to conclude binary results. Even if one of the featured matches, the image can be
concluded as positive with lung cancer otherwise not. The combination of CNN-MIL performed
well but, ‘regression’ is used as a loss function which is not ideal for image classification.

Another research for the classification of skin lesion (tumor or burned areas) was performed
by Kawahara & Hamarneh (2016) using an already trained CNN ’AlexNet’. The study is based
on considering the images in multiple resolutions to rectify the chances of misclassification by
augmenting the images into multiple resolutions. Sometimes the affected area is very small and
can’t be traceable with naked eyes. Thus, to cover every area it is important to consider the
images in different resolutions. A similar experiment has been carried out by Sermanet et al.
(2013), where a model was trained with multiple resolutions but the mapping of features was
inaccurate and in another test using a different resolution, model’s performance eventually got
degraded. There are other experiments where the models were tested on different resolutions and
later aggregated the output but were not trained on them. These issues lowered the classification
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performance and failed to establish a connection between training and testing. Thus, Kawahara
& Hamarneh (2016) worked on these problems by developing two tracts. These tracts produce
the image in the form of m*n*4096. High-resolution images were tackled by the lower tract and
low to the upper tract. Training time was reduced by eliminating the fully connected hidden
layers of AlexNet. The output in the form of a single vector was used in skin lesion detection
and classification.

Lung nodule detection with the help of multi-view CNN was presented by Setio et al. (2016).
The model uses CT scan images as the input dataset. The design not only works in detecting
nodules but also reduces the false-positive occurrences. The model was designed in three dif-
ferent parts which work in a multi-stream fashion. First part follow the approach developed by
Murphy et al. (2009), Jacobs et al. (2014) and Setio et al. (2015) to detect the nodules and to
covert the image into multiple patches. By clustering the nodules in 3 different classes (solid,
subsolid, and large solid), these researchers were able to ease the classification problem. The
output of these classes is then converted into a single feature vector that defines them prop-
erly. These authors have defined a threshold which helped in reducing the false positive rate.
However, there can be scenarios where the negative class will be classified as positive. In the
second part, the patches are converted into 9 different scales and each type of scale is dedicated
to a specific CNN. It was observed that the accuracy got improved by 6% by eliminating false
positives and by leveraging multi-scale CNN.

Wang, Zheng, Yang, Jin, Chen & Yin (2018) presented a multi-stream CNN to classify
five different lung textures. As CNN can’t understand or able to classify a rotated or tilted
input if it isn’t initially trained on it. The author understood this issue of rotation-variant and
tilted all the CT scan images to a random scale. Then, with the help of a Gabor LBP (local
binary patterns) the rotated images are converted to a systematic format. As per the paper,
this technique has proved to be the best prominent way to deal with the problems of rotation
variant. Images are augmented and cloned which belongs to the minority classes to overcome
the issue of imbalance. Now, a CNN model was prepared to extract a feature vector using the
balanced dataset. The model’s overall performance got increased by using Gabor LBP and by
eliminating the problem of rotation-variant.

Extending the above research, Wang, Zhou, Gevaert, Tang, Dong, Liu & Tian (2017) has
taken an axial, coronal and sagittal view of CT scan images to segment lung nodules using a
multi-stream multi-scale CNN. The dataset with high-resolution images was converted to small
patches to identify and classify an image. To stay away from overfitting, 1-norm regularisation
that helps in removing zero or very tiny values is used. The use of Xavier algorithm is defined
as the heuristic in the complete model. This algorithm is used to load the weights in the form
of a feature vector, which is then updated through stochastic gradient descent algorithm. The
only limitation that the author has highlighted is the use of small dataset and desire to use the
same approach on a bigger dataset as well. Results showed improved performance compared to
similar conventional researches.

Summary 2: In this section, researchers focused upon classifying a disease or a pattern
at a given time. These researches could have been complete if all three; multi-scale, multi-
resolution and rotated images were considered at once. Researchers have also majorly focused
on classifying one disease or pattern at a time and the problem of multi-labeling remained
intact. It can also be seen that major experiments were done on CT scans. None of them have
worked on Chest x-ray which is the most promising initial step of diagnosis.

In the field of human-action recognition (Tu et al. (2018)), video-classification (Wu et al.
(2016) & Wu et al. (2015)), gesture recognition (Wei et al. (2017)) and in-text writer identifi-
cation (Xing & Qiao (2016)), the use of augmented images is becoming very popular. All these
experiments have used deep learning model with different functions depending on their data.
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2.3 Combining CNN and RNN to address multi-label issues

Multi-labeling or image captioning is another major issue. Below the papers have considered
multiple labels and caption generation to describe images:

2.3.1 Classify multi-label pictures or videos and generate captions in non-medical
fields

A wonderful study performed by Bai & An (2018), analyses the issues of captioning and an-
notating the images or videos and also compared different methodologies that have been used
for captioning tasks. Bai & An (2018) highlights the fact that a single image can have multiple
labels hidden into them. Therefore, it is important to extract these labels and format them as
sentences. A sentence representing the image becomes a caption.

Medical imaging is a field where doctors have to be careful before giving their decision and
making a report. This becomes tedious when there are many people and only 1 radiologist or
doctor among them. Sometimes, this could also lead to misdiagnoses of the primary disease and
creates more problem for patients. Thus, researchers are trying to figure out a way which could
generate a report automatically and give important insights using a machine. While comparing
various methodologies, thus, deep learning encoder-decoder techniques are the best suited for a
similar task.

Model by Vinyals et al. (2015) takes images as input and generates a caption for it. The
combination of CNN-LSTM not only helps in classifying the image to its correct class but also
annotates it. Fully connected layers of CNN has been removed and the output of the previous
layer is directly fed to a pre-trained LSTM. LSTM contains 3 input gates, so, the output of
CNN is fed through one and textual data through another. The experiments use Stochastic
gradient descent which helps in reducing the loss and updating the weights. The whole model
was evaluated using the BLEU score. It compares the predicted caption with the actual and
then generates the score. Size of the dataset plays an important role in improving the BLEU
score. In initial testing the score came out to be 27% and when the data set got increased the
score improved to 49%. Donahue et al. (2015) has extended the above research by implementing
the same technique to generate captions for videos.

Chen et al. (2017b) has also worked on the encoder-decoder technique using textual data
only. The objective of this research is to capture all the annotation that can be inferred from
the image and categories them. A tokenizer ’word2vec’ has been used to convert the text into
the desired format to fed it to CNN which converts the output of word2vec into a feature vector.
The output generated post passing the features through fully connected layers is fed to RNN as
an input with the help of linear transformation. This ensemble technique helped in removing
the complexity and improving the computational power and overall efficiency of the model.

2.3.2 Classify multi-label images and generate captions in medical imaging

In the medical domain, researchers have started leveraging deep learning encoder-decoder tech-
nique for dealing segmentation, detection, annotation, and contextual labeling problems. Below
are a few of the studies based on a similar approach.

Attia et al. (2017) developed a CNN-RNN model for segmenting the flow of surgical instru-
ments. These days, no surgery is being done without machine involvement. Having a clear
vision of the operating area is quite impossible with bare eyes, there are veins, blood, and
tissues that cover the affected area. Thus, before any operation, the surgical tools are trained
and it works accordingly. But there have been scenarios wherein due to some ad-hoc problems
(shadow, blurriness) it becomes impossible for the tools as well to move further with it. Thus, to
eliminate such problems in critical situations, the cameras fitted on the tools send an image or
video to CNN. CNN then clear the noise from the image and accordingly send the information
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to RNN which helps in contextualizing the labels and instantly train the tool and guide the
surgeon to move ahead with it. In such a critical task, it is also our duty to not trust machines
completely, thus, according to how the tool is trained sends images continuously, CNN converts
it into a feature vector and send it to RNN, RNN then matches with whatever is displayed in
the image and on what it is trained and throws and alert to the doctor. It is a complex task
and the researcher was able to acquire a decent result while evaluating the performance of the
overall model. Whereas Cai et al. (2017) worked on segmenting pancreas to infer true insights
from CT scan images.

Wang, Peng, Lu, Lu & Summers (2018) have used attention-guided approach for classifying
and describing chest x-rays. The difference in attention-guided (A-G) and encoder-decoder are
that the A-G uses pre-trained RNN. A saliency Weighted Global Average Pooling (SW-GAP)
layeris replaced with the last layer of CNN whose output is fed to RNN. Both LSTM-RNN
and CNN were pre-trained. Results were calculated using BLEU score and the score that this
research has acquired is lower than the previous researchers. Also, this research doesn’t consider
different scaled, rotated or different resolution images.

In another paper Shin et al. (2016) have used an already trained deep learning model for
labeling pneumonia and thorax problems. The heuristic in this research is the use of batch
normalisation and data drop regularisation techniques for training the model. Two types of
RNN; LSTM and gated recurrent unit (GRU) have been compared. It was seen that using the
batch normalisation and LSTM deep learning method performed better than GRU using data
drop regularisation.

Summary 3: The common problem of multi-class labeling highlighted in summary 1 and
2 has been using an encoder-decoder technique, however, the use of multi-scale, multiple reso-
lutions and rotated and heat map images has not been considered in the researches discussed
in this section. Also, none of the research has taken pulmonary fibrosis as their primary clas-
sifier which is indeed a deadly disease and can give birth to other pulmonary diseases as well.
Overfitting which is another major concern while using the encoder-decoder technique. It can
be concluded that by avoiding a few parameters and using a bigger dataset, such problems can
be eliminated. Thus, we can say that the use of the augmented image for the generation of the
description using the encoder-decoder technique has not been explored as of now.
Therefore, this gives birth to our research question “How effectively and accurately can pul-
monary fibrosis along with other pulmonary diseases be classified and described using an
encoder-decoder technique?”

Improvement: Inspired by all the researches discussed, a novel holistic model has been
designed in an encoder-decoder technique. The model outperformed in terms of predicting
multiple diseases from an x-ray (if exists) and is also able to generate a description of an image.
Details of the methodology, modelling, evaluation, and results are illustrated in the following
sections.

3 Methodology

Two major methodological approaches are majorly followed to streamline the modelling pro-
cess; CRoss Industry Standard Process for Data Mining (CRISP-DM) and Knowledge Discovery
Databases (KDD). (Azevedo & Santos (2008)) performed a comparative analysis between the
two and concluded that the stages of CRISP-DM is not repetitive and provides a full under-
standing of the research and its objectives. Thus, CRISP-DM has been used as our research
methodology. The architecture and all the phases are shown in figure 1.
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Figure 1: CRISP-DM methodology

3.1 Business Understanding

Before working on any project it is important to gather its complete objective. The aim is to
produce a model which detects pulmonary diseases including pulmonary fibrosis and prepare
a report that covers the predicted percentage of a problem that is affected and its impression
using x-rays which are in rotated, have multi-resolution or are in multi-scale format. This
problem has not been addressed in this way before. The researchers who have tried captioning
the CAD images haven’t considered fibrosis in their work. Their work has gained proficiency
in the classification part but still struggle to achieve a better result in generating auto reports.
The target people are ones belonging to rural areas who cannot afford expensive CT scans or
MRI. This model will be a major advantage to the people who can’t afford expensive treatments
and multiple visits to the doctors. If the report comes out to be negative, the patient doesn’t
need to visit the doctor again.

3.2 Data Understanding

No model can be prepared without a complete understanding of data. It’s quite impossible to
perform data modelling without a proper understanding of its components. Data understanding
also means understanding the sources of it. Data can be available at multiple websites but it
isn’t ethical to use them. Or if all the necessary permits are present to access it, then the source
sometimes isn’t reliable. Thus, it is important to acquire data from a reliable source.

For this research, labeled chest x-ray images and reports written by doctors were needed.
Datasets which have been finally used are as follows:

• National Institute of Health (NIH): NIH has recently released a dataset containing
112K chest x-rays with their labels. It is one of the largest available dataset belonging to
medical domain. It contains real-time chest x-rays of about 31000 anonymised patients
and all the personal information have been anonymised. The dataset is designed in such
a way that it can become useful not only for deep learning but also for traditional image
classification algorithms like SVM. Separate document to build data understanding along
with an excel file containing labels of all these images has also been provided. Full dataset
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and its description can be downloaded from URL3 & 4 5, Wang, Peng, Lu, Lu, Bagheri &
Summers (2017).

• OpenI: It has been the most common medical image repository for the researchers. OpenI
is a different platform but owned by NIH only. Researchers have just used its images for
image classification however, none of them have used their report features. Along with
medical images, OpenI contains pathology reports which provide deep insights about the
disease, severity of it, etc. The dataset is completely anonymised and the source provides
full access to it. This dataset contains 7470 chest x-ray images and 3955 unique radiology
reports. Datasets can be downloaded from OpenI website6.

3.2.1 Ethics

Both the datasets are publicly available and can be used for non-commercial purposes. All
the images and reports are anonymised and it is impossible to gather a patient’s personal
information from it.

3.2.2 Data Exploration

The best way to explore or understand the data is with the help of visualisations. Visual
diagrams are easy to understand and gains user attention. Therefore, the findings of NIH
dataset is as below:

• Disease distribution with respect to gender is shown in figure 2.

Figure 2: Chest X-ray partition with respect to diagnosed diseases and gender

• Comparison between the x-rays containing simple and multiple diseases with one main
problem is shown in figure 3.

3https://nihcc.app.box.com/v/ChestXray-NIHCC
4https://cloud.google.com/healthcare/docs/resources/public-datasets/nih-chest
5https://www.kaggle.com/nih-chest-xrays/data
6https://openi.nlm.nih.gov/faq#collection
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Figure 3: Comparison between the x-rays containing simple and multiple diseases

• Multiple diseases exits but the main disease is Fibrosis as per illustration 4.

Figure 4: Fibrosis with other diseases
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3.3 Data pre-processing & preparation:

Data preparation is a key step in the direction of quality decision making, improving effectiveness
and offering a model a competitive edge7. There are always noises in big data. Possibility of
human errors in terms of special characters, blank spaces, NAs, numeric keywords, URLs, and
words in different languages makes it difficult for any model to understand and also reduces the
performance of it. Therefore, before processing the data it becomes a completion to deal with
such issues. On the other hand, there are pre-requisites for every algorithm that needs to be
considered to attain good results. Thus, data has to be prepared which can be understood by
the algorithm. All the pre-process and data preparation tasks are visually represented in Figure
5 along with its description as follows:

Figure 5: Data preparation & pre-processing

• Dealing with NA’s or missing data: There are a few common pre-processing steps
that are mandatory to take in every project. The data present in the CSV is checked for
missing labels or NAs, labeling medical images require a lot of experience and intervention
of doctors which is not possible. Thus, the images with missing labels were removed.

• Extraction of desired data from XML to CSV: Reports downloaded from OpenI
were in XML format and to use it for captioning it has to be converted in an excel format
and later passed it to the model. Python code was written to extract only the details that
are needed for future use.

• Removing xxxx: In x-ray reports, there was the personal information of patients before
making it anonymised. In this task, the words were replaced by ’xxxx’, which makes no
sense. Thus, before passing the data to LSTM, all the ’xxxx’ were removed.

• Converting data into simple binary format: Performing one-hot encoding is a nec-
essary task when dealing with a multi-class problem. This helps a machine learning model
to do a better job.

• Transformation of x-rays provided by NIH: Due to a large number of x-ray images,
it was becoming a very tedious and time-consuming task to grayscale, re-scale, zoom,
rotate, shift, and flip one by one. This task would have increased the data size by 6 times.
Therefore, to avoid it, all the images were passed to a function which augments all the
images and then passes it to the CNN without making the task more complex. The output
of the images are shown in figure 6 This was possible only because the size of the data is
already huge.

7https://www.talend.com/resources/what-is-data-cleansing/
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Figure 6: Transformed chest x-rays from NIH

• Adding tokens in reports: To make the model understand about starting and ending
of the sentences, startseq and endseq are added in the beginning at the end. Below is one
example:

Original text: Both lungs are clear and expanded.
Text: startseq Both lungs are clear and expanded endseq.

• Tokenization: Captioning works word by word. Every word is assigned a whole number
which is termed as a token.

• Vocabulary Creation: Words that are appearing frequently are stored in an array and
a unique token is assigned to them. The frequency has been taken as 3. The reason is to
get rid of outliers.

• Word Embedding: All machine or deep learning techniques understand numeric data.
Data in the textual format is converted to numeric before feeding it further. CNN takes
an image as an input, convert it into a feature vector and feeds its fully connected layers
with it. Identically, a token is assigned to every unique word and a feature embedding
matrix is later created using these tokens. This complete process is illustrated below.

As discussed above, all deep learning models takes input in the form of a feature vector.
Dense convolutional layers of CNN converts an image into a vector and pass it to its
pooling and fully connected layer. Similarly, there is a necessity to convert textual data
to process it through LSTM-RNN. LSTM doesn’t have a structure like CNN which builds
a vector within themselves, therefore, a vector of textual data needs to be prepared outside
and model and then transferred to it, as below:

Post tokenization, an example from reports is taken for explanation purposes:
Report 1: startseq There is an increase in heart size endseq.
Post tokenization, words are allocated a token: {startseq- 1, there- 2, is- 3, an- 4, increase-
5, in- 6, ...and so on }.
Recurrent neural networks work on sequential data. For prediction, it takes one word
process it, generates a possibility of another word and similarly the third word and so on.
From one gate it takes a feature vector of an image and from another vector of a text.
Input = Chest X-ray (vector) + ’startseq’; output = There;
Again, Input = Chest X-ray (vector) + ’startseq There’; output = is ;

A matrix is prepared based on the process and is shown in figure 7:

A data point is a single line from the figure 7. An image can have more than one data
points depending on the length of its caption. Now, the tokens assigned to the words
while creating a vocabulary takes the place of words and the output is shown in figure 8.

Now, this process is done using 1 sample caption of an x-ray. This one caption made 8 data
points and now imagine how many data points will be created for about 8000 images?.
This requires a good computation and processing power, that can only be provided by the

12



Figure 7: Feature matrix pre-processing Part 1

Figure 8: Feature matrix pre-processing Part 2

GPUs. Thus, the training of the models was done in batches. One requirement of training
the model in batches is that it needs the data points of equal length, therefore, the table
as shown in figure 8 is converted into the matrix shown in figure 9, the maximum words
in a caption is assumed as 10.

Figure 9: Feature matrix pre-processing Part 3

This whole process has been followed by various researchers ((Vinyals et al. (2015), Karpa-
thy & Fei-Fei (2015), Tanti et al. (2017)) and experimenters (8, 9) for imaging captioning
tasks in different areas. The matrix shown in figure 9 is converted in a feature vector
using the embedding technique before feeding this to LSTM-RNN.

• Eliminating ’No Finding’ X-rays: NIH dataset contains about 70K x-rays that belong
to the class of ’No finding’. Considering a large number of samples from this class would
have overfitted the model. Thus, only 10000 of such chest x-rays have been taken for
further processing.

• Converting chest x-rays into heat map: Inspired by Rajpurkar et al. (2017), chest x-
ray images from OpenI datasets are converted to heat maps which have helped in reflecting
the affected area.

• Augmenting chest x-ray image from OpenI: This dataset is not big as compared to
the one published by NIH. OpenI have about 7000 chest x-ray images, thus, it became a

8https://machinelearningmastery.com/develop-a-deep-learning-caption-generation-model-in-python/
9https://towardsdatascience.com/image-captioning-with-keras-teaching-computers-to-describe-pictures-

c88a46a311b8
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Figure 10: A brief look at augmented images. (a)-flip, (b)-Crop, (c)-Blur, (d)-Noise, (e)-Affine
Scale, (f)-Affine Translate, (g)-Rotate, (h)-Shear

necessity to augment these images and train them with more images for better classifica-
tion results. Image from NIH was not augmented separately because of the large number
of images however, OpenI dataset has been augmented with 8 different methods. Figure
10 shows one image which has been augmented in 8 different ways.

3.4 Modelling

Post literature survey, it was seen in the field of face recognition, multi-label classification,
video or audio category classification convolutional neural network performed exceptionally
good with high prediction accuracy using less computational power than traditional machine
learning algorithms. Thus, in our this research, to detect pulmonary fibrosis along with other
diseases, if exists, CNN is been used. On the other hand, for multi-annotation and to generate
captions for chest x-rays, long short term memory RNN is been utilised. By bringing both the
deep learning technique together we are able to multi-classify pulmonary disease and are able
to generate a medical report as well. Following are the functions that play an important role in
the overall execution of the model:

• Loss Function: Loss function captures the inconsistencies between the predicted and
actual values and generates an error score.

• Optimisation Function: This function helps in reducing the error generated by loss
function by backpropagating the weights and make the model optimised.

• Activation Function: This helps in deciding when to activate the perceptrons which
transfer the information from one later to another with the deep learning model architec-
ture. This is usually placed either in between the layers or at the end of it.
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3.4.1 Convolutional Neural Network (ConvNet/CNN)

A combination of multiple convolutional with filters(kernels), pooling, fully connected and an
output layer, CNN is majorly used in classification tasks. It is termed as a feed-forward neural
network which commonly takes images as input and by using activation, loss and optimisation
function converts it into a matrix and transfer it to the next layer. Fully connected layers
transform these matrices into a vector of layers which is then used by the output layer to classify
the input. The output layer contains perceptrons (neurons) which is equal to the number of
classes in the problem. The result is in the form of a percentage, a perceptron outlines the
highest percentage is the resulted class.
One such type of CNN is Streaming CNN. There are multiple ways of building a streaming
CNN. One way that is been followed in this research is transferring weights generated by one
CNN into another for better classification results.

3.4.2 Recurrent Neural Network (RNN)

Based on the concept of CNN, RNN is an algorithm that doesn’t follow a feed-forward approach
but works both ways. RNN can store the information that is processed recently remembers it
and produces a sequential result. Apart from the input, hidden and output layer, it also con-
tains a memory that stores information in it and assists the updating the weights with the help
of backpropagation. Due to such reasons, the algorithm is most famous in areas like audio
translation, time-series analysis, captioning, etc. RNN is very prone to overfitting which is it’s
one of the weaknesses. One such RNN technique is long short term memory (LSTM).
LSTM: It holds a big memory space and can store more information for a longer time. Accord-
ing to Hochreiter & Schmidhuber (1997), LSTM is capable of performing all DML operation
which RNN cannot.

3.5 Evaluation and Deployment

After the modelling, it is now necessary to analyse the performance of our design. Based on
data and the output generated, two evaluation techniques have been used. AUROC curve for
evaluating the accuracy and prediction power of the CNN and BLEU to compare the score
between the predicted and actual caption. Both of these techniques are widely used in their
respective areas. The complete process of it is discussed in section 5.

4 Implementation

All the pre-processing, data preparation and modelling is done in Jupyter notebook which is a
platform written in Python and hosted on Anaconda. Jupyter notebook provides a web interface
to write, edit, delete and modify the code. The whole modelling is performed on TensorFlow
framework which helps in performing numeric calculations. Keras package is installed which
is essential to run deep learning algorithms. Keras runs on top of TensorFlow and helps in
the experimentation of deep learning. Apart from this, packages like panda, numpy, pickle,
matplotlib.pyplot are used for successful implementation. When dealing with big data, python
is considered to be the most prominent scripting language. It is easy to make libraries which
can be loaded later without writing a complete code again.

4.1 Data Preparation and Pre-processing

Below are the steps followed until the actual processing of CNN and LSTM-RNN:

• After setting up the environment all the necessary packages were installed in Anaconda
prompt.
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• An excel files (Data Entry) containing the labels for the chest x-ray from NIH is checked
for missing values and NAs in R Studio using language R. Later, the images aligned with
NAs were deleted manually because there were only 7 in number.

• Dataset is designed in a multi-label fashion which has 836 unique combinations of diseases
(For eg. label for a single chest x-ray is; Consolidation, Effusion, Infiltration, Pneumonia.
This particular x-ray have multiple problems with Consolidation being the major). Simi-
larly, there is 836 unique pattern of disease which becomes next to impossible to process.
Thus, these labels are converted to 14 major diseases.

• Later, the dataset is simplified to a binary form by performing one-hot encoding using
lambda function in python.

• Reports downloaded from OpenI are in XML files containing loads of information, there-
fore, to make the model understand and ease our work, these XML files are converted to
an excel format and all the necessary information are fetched in columns. This is done by
importing ’etree’ library from ’lxml’ package with the help of a function.

• These reports were anonymised by replacing the personal information with ’xxxx’. This
is then eliminated in language R.

• Augmenting Chest x-rays by importing ImageDataGenerator pre-defined function of its
preprocessing.image library. This helps in augmenting the image and directly pass it to
the model without saving it into the drive. Shown in figure 6.

• Performing word embedding: The whole process of word embedding is explained in section
3.3. This is performed with the help of Embedding, Tokenizer and pad sequence func-
tions from keras.layers, keras.preprocessing.text, keras.preprocessing .sequence packages
respectively.

• OpenI repository provides about 7K images which are a decent number but to make our
model perfect we have to prepare it for any possible noise. Thus, with the help of ’imgaug’
package which runs on panda with the help of imageio function. With the help of this
function, all these 7K images are converted to 70000 images. This makes the dataset huge
again. The parameters are shown in figure 10. The total image is 115,200 which are then
fed into the models in different ways as below:

4.2 Multi-label classification model

Based on previous researches, it was concluded that for binary or multi-label classification,
CNNs are the best performing algorithms. Many convolutional networks are already trained
on millions of images and then their weights are deployed in the form of a library under Keras
package. These networks are very easy to call and use. Thus, many researchers leverage the
use of these pre-trained nets (VGG16, ImageNet, InceptionV, ResNet, Xception etc) which not
only helps in reducing the computational time but also helps in achieving good classification
results. One such architecture is MobileNet (Howard et al. (2017)). MobileNet is the best
suited CNN for mobile vision or embedded images and also in researches where there is a lack
of computational power. None of the experimenters have made use of MobileNet in medical
imaging. Medical images are also densely packed and are embedded in such a way that it
becomes difficult for CNN to exactly understand the pattern and classify an image with great
accuracy.

Our model is divided into two parts; First part of the model is to predict 14 various pul-
monary diseases whereas the second part also has a CNN which is directly connected to LSTM
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for image captioning. The objective of this separation is to design a feature vector that under-
stands every possible lung problem and helps in generating the caption for it.

In the first part, two different CNNs are used. One is MobileNet and another is manually
designed and then trained from scratch. A complete MobileNet architecture has 28 layers which
are distributed among input, hidden, pooling and fully connected layers. As shown in figure
11, to accomplish our task, MobileNet is extended by adding a GlobalAveragePooling, two
dropouts, and two dense layers. These have been added by replacing the outermost layer of
MobileNet. Dropout value is kept to 0.5 which protects the model from overfitting. It is used
by importing MobileNet library from keras.applications.mobilenet. On the other hand, a 6
layered CNN with 1 fully connected, 5 hidden and 5 pooling layers is designed for a similar
task. The intention of creating two CNNs is to compare which of these can fulfill the task with
better performance and accuracy. This will help future researchers to understand what needs
to be done while conducting similar research. Manually prepared CNN can be seen in figure
12. Both these networks take about 48000 chest x-ray images for training and 5000 for testing
from the NIH database and generate a weight that can directly be loaded in the second part of
the complete architecture. Sigmoid activation, Adam optimizer and binary CrossEntropy loss
function have been used in both the experiments.
In the second part, a pre-trained CNN; VGG16 is considered from keras.applications.vgg16
library. VGG16 is an award-winning CNN developed by a group from Oxford. This CNN is
trained on over 15 million images with their caption. Thus, to leverage the weights of captions
to generate our reports, VGG16 has been chosen. The architecture of VGG16 consists of 11
layers; 8 hidden and 3 fully connected with a softmax layer in the end. ReLU activation,
categorical crossentropy loss, and Adam optimizer functions are used for training the CNN.
VGG16 which is already upskilled on ImageNet is then again trained with Chest X-rays from
OpenI. OpenI contains 7K images which are augmented on 9 different methods and became
70000. Thus, 63000 is used for training and 7K for testing.

4.3 Chest X-ray Captioning

An LSTM-RNN model has been implemented for generating chest x-ray reports. Post extracting
x-rays features from VGG16 CNN, a word embedding matrix in the form of a vector is created
and transferred to the LSTM model. LSTM expects 256 elements of image inputs. Thus, a
softmax layer has been implemented at the end of a VGG model that converts a vector of 4096
elements into 256 elements. LSTM has also been implemented with a 256 memory unit that
holds the previous input and matches with the upcoming one to generate output. It takes an
input of size 256 and generates an output of size 7579. This RNN model is then fitted with
the weights generated by VGG and loaded in the local directory with the help of the model.fit
function. The output of this layer gives the name of the disease with its described as given in
the datasets.

4.4 Final consolidated model

• Model 1: This model is trained twice, first by real chest x-ray images and later with
the transformed ones. The objective is to know which type of data suits the most. The
respective images are transferred to pre-trained CNN ’MobileNet’ which has converted
the images into a feature vector. The weight of this model is loaded in the local machine
and later move it to another CNN ’VGG16’. Before carrying the weights forward, rigorous
performance testing was performed to check the prediction capabilities of the first part.
VGG16 takes augmented images as an input, loads the weight created by MobileNet, and
finally generates a new feature vector. A new set of weights are created by VGG16 CNN
which is again being loaded by LSTM to finally produce artificial captions. LSTM was
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also been fed by the word embedded feature vector to learn the sequencing of reports from
OpenI. A visual illustration of the model is shown in figure 11.

Figure 11: Model 1: Multi-label classification and medical report generation using MobileNet,
VGG16, and LSTM-RNN

• Model 2: Apart from a slight change, this model is very similar to Model 1. Instead of
MobileNet, a self-designed CNN with 5 convolutional layers, 5 pooling, and 1 fully con-
nected layer is used. During the training phase, it was observed that it took comparatively
lesser time in completing its execution than Model 1. The complete connectivity is shown
in figure 12.

Figure 12: Model 2: Multi-label classification and medical report generation by consolidating a
6 layered CNN , VGG16 CNN, and LSTM-RNN
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5 Evaluation

Post successfully implementing the model, it becomes important to evaluate the performance
and accuracy. The performance and accuracy of the multi-label classifier are measured with
AUROC curve whereas for captioning it is measured with the help of BLEU score. The exper-
iment is performed multiple times by changing the parameters, replacing pre-trained models,
augmenting or transforming datasets and also by increasing or decreasing the number of im-
ages for training. It was run on 10 epochs with 100 epoch steps each. Detailed discussion on
evaluation is as follows:

1. Area Under the Receiver Operating Characteristics (AUROC): AUROC has
been used in evaluating the performance in most of the researches (Davis & Goadrich
(2006)). When dealing with multiple problems, it becomes important to evaluate the
model at every step. Thus, as discussed in section 2, AUROC is the best method to
evaluate a multi-label classification performance. The curve is shown in figure 13. Also, a
table 1 has been prepared to compare the performance accuracy of the multi-label classifier
by making the changes in a few variables:

Figure 13: AUROC diagram for multi-label classifier

2. Bilingual Evaluation Understudy (BLEU): BLEU is prominently used in machine
translation and image captioning (Papineni et al. (2002)). To calculate this score, BLEU
compares the predicted caption with the actual one and generates a score. It calculates the
n-grams (a sequence of n words taken from the sample) and matches with the prediction.
Table 2 shows the BLEU score in some iterations:
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Iteration CNN Data Type Activation Function Accuracy

1 MobileNet Original Chest X-rays ReLU 78.24%

2 MobileNet Original Chest X-rays Sigmoid 83.12%

3 Self Designed Original Chest X-rays ReLU 73.96%

4 Self Designed Original Chest X-rays Sigmoid 75.26%

5 MobileNet Transformed Chest X-rays ReLU 85.75%

6 MobileNet Transformed Chest X-rays Sigmoid 87.57%

7 Self Designed Transformed Chest X-rays ReLU 76.95%

8 Self Designed Transformed Chest X-rays Sigmoid 77.19%

Table 1: Accuracy of Multi-Label Classifier using MobileNet or Self designed CNN on 48000
images

RNN Data Type Training Data Size Activation Function BLEU Score

LSTM Chest X-rays 48000 + 5000 Sigmoid + reLU 0.49

LSTM Augmented Data 48000 + 63000 Sigmoid + reLU 0.571

Table 2: BLEU scores with MobileNet, VGG16 & LSTM

6 Results & Discussion

Multiple training and testing iterations have been executed to find the best possible combina-
tion of parameters to achieve better results in pulmonary disease classification and description
generation. The number of images is huge. Hence, to bring the classification capability, the
model is trained in parts and the weights are loaded from one to another. In the first part,
a multi-label classifier has been generated that predicts the possibility of a disease or a com-
bination of diseases in percentage. Figure 14, shows the output of our classifier when running
on some randomly taken test chest X-ray images. Dx signifies the actual labels given in the
dataset and PDx signifies the predicted ones. For instance, the first chest x-ray is infected with
Effusion and Nodules and prediction also returned the same disease labels with their respective
contributed percentage. This reflects the power and capabilities of this multi-class classifier.

The overall diseases detected from test data and predicted outcome percentage is shown in
figure 15. For example, it reflects that the overall detection of Cardiomegaly in the test dataset
is 5.86% but the model has predicted 5%.

There were 12 iterations in total. Iterations shown in table 1 lists only 8 of them as for
the other 4 the model was getting overfit. These 4 executions were performed on unbalanced
dataset resulting in “no finding” as the outcome for most of the images.

After successfully preparing this classifier, its weights were loaded in the next part of the
complete model. This part makes the use of another classifier i.e. VGG16. It loads the weights
generated by MobileNet using transformed images and also takes augmented chest x-ray images
gathered from OpenI. Later, the overall weights were transferred to LSTM-RNN which is used
as a description generator. The performance of this description generator was measured with
the help of BLEU evaluation matrix. The output of one randomly generated chest x-ray is
shown in figure 16.

The best accuracy of 87.57% was achieved with the help of MobileNet and Sigmoid activa-
tion function using transformed NIH chest x-ray images. When the weights generated by this
classifier is loaded by VGG16 in the next part, it generated the BLEU score of 0.57 which is
indeed a good one when compared to previous researches performed by Wang, Peng, Lu, Lu &
Summers (2018) & Vinyals et al. (2015).
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Figure 14: Detected and predicted disease with percentage

Figure 15: Overall detected and predicted disease with percentage
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Figure 16: Sequential output generated by LSTM-RNN

7 Conclusion and Future Work

In this paper, a novel holistic model has been developed to classify pulmonary fibrosis, along
with other diseases (if exists) along with generating a medically termed description. The model
is divided into two parts; first is working as multi-label classifier whereas the second is working
as an image captioner. The objective of creating a classifier is to bring perfection in classifying
any pulmonary disease. It is only the weights of the classifier that are transferred to the next
part. The second part comprises of a VGG16 CNN and a sequence generator LSTM-RNN. There
are two models prepared for the same interest. The only difference is in the classifier. One uses
pre-trained MobileNet CNN whereas a self-designed 6 layered CNN is developed for another.
It was observed that the computational time of the model with MobileNet was more than the
manually created CNN classifier. Prediction accuracy with MobileNet was also comparatively
high. Transformation and data augmentation techniques have also played an important role in
boosting up the accuracy as well as the BLEU score. AUROC and BLEU evaluation methods
have been utilised to measure the performance in parts. Thus, we can conclude that the problem
of multi-label classification and description generation of chest x-ray images is solved using this
approach. Also, we believe that the model designed is not restricted to work for pulmonary
diseases using x-rays but will also work to classify any other disease or object and can also
generate a caption for it. It is just that the model needs to be trained on a respective dataset.

In the future, we would like to extend this work by using 3D images, CT scans, and MRIs.
3D images and high-resolution CAD images are a popular research interest Thus, we would like
to know how our current methodology performs on such images.
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Appendix

• Licence of NIH dataset:

Figure 17: Licence of NIH dataset

• Licence of OpenI repository:
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Figure 18: Licence of OpenI repository
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