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Categorization of Audio/Video Content using
Spectrogram-based CNN

Nishant Rajput
x17170508

Abstract

Understanding the content in the videos or audios has been an important task
since a long time now. By developing the understanding of content the world could
actually become a safer place for example if the hatred videos could be blocked
before it spreads or the adults content can be prevented to be shared with the
children. Imagine if the systems were smart enough to stop the hatred spread
during Christchurch shootings, then maybe christchurch massacre wouldn’t have
happened as the main motive behind the shootings was to spread the hatred. This
research steps towards the identification of content in the audio and videos using
the embedded audio present in the audio. In this research a state-of-the-art audio
CNN is developed which could even run on the basic machine and do not necessarily
require high end devices to run on the cost of loosing the accuracy by 3-4%. This
model can run up to the accuracy of 94.88% and this model is able to classify the
content even in the presence of the background noise though the performance get
hampered a bit by the induction of noise but it is still feasible enough to run and
obtain output from the model.

Keywords– CNN, Audio Classification, Video Classification, VGG

1 Introduction

The new era of multimedia has given rise to an enormous number of videos getting
captured and uploaded on different websites such as YouTube, Facebook, etc. Given the
exponential growth of videos files, the traditional text-based search method of retrieving
the videos needs to be replaced by content analysis. Thus, understanding the content of
the videos for multimedia indexing and retrieval is perhaps a key factor in the analysis
of the video to absorb insights.

Most of the video classifications are based on picture frames which fail if the video
quality is poor or below optimal standard for Image classification model to work. While
visual content in the video contains key elements for event detection many of the re-
searchers are encouraging attention towards more concrete audio effects with high-level
semantics. Ever since the evolution of digital era and easy availability of web-scale data
exchanges, there have been various kinds of development by researchers in these fields to
design a sophisticated algorithm to identify, index, retrieve and organize the video files
by discrete features that are embedded in the video.

With the advancement in the field of Deep learning comes the feasibility for researchers
across the globe to learn from the videos. The top software giants of the world also
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consider automatic retrieval and management of the multimedia files as a major research
area. Human like ability to identify and relate sounds from audio is a nascent problem in
machine learning audio event detection. Unlike image classification, audio classification
faces another problem as the audios in the video last for a very short span compared to
the objects in the image classification which occupy dominant part of the Image. The
key factor in maximizing the advancements of deep learning models ability to self-learn
depends on the labeled dataset.

Google recently launched labeled Youtube 8m challenge dataset to expedite the re-
search by using the multimedia files from worlds most popular video sharing site on
the web, YouTube. Also, Audioset and UrbanSound dataset contains labeled audio files
which can be used to train and test the model. The key idea of the research is to identify
sound for each frame, forcing the network to pay attention to acoustic details in the video
clip and categorize the contents by tagging.

Research Question:
How the Accuracy in understanding the content of video be enhanced using deep Con-

volution neural network model trained on the spectrogram of the Audio ?
The Model developed here generates the spectrogram from the audio and further

analysis of the image is done in VGG fashion. VGG is a model developed by Google
to understand the image classification. A sample spectogram is pasted in the Figure 1
below.

Figure 1: A sample Spectogram

With the development of web and multimedia technology, the Internet has become
ubiquitous with videos. The objective of the research is to use Audio from the video file to
intensify the understanding of the content in the video, facilitating content identification
and classification. Another significant importance of this research is developing a better
solution for the classification of videos without using a lot of computation power. The
research ideals in computing the classification of video with low CPU usage and minimal
loss of accuracy. The research methodologies used are quantitative and research type
is secondary. It is inductive research as it involves building a classification model with
low computational power on the dataset, the classification model then can be applied to
categorize and classify any available accessible video or audio.
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Furthermore, This model follows an approach which involves reading the data, gen-
erating the spectrogram and analyzing the spectrogram to train the model and later
making a prediction on the trained model. The Workflow is similar to the described in
the Figure 2

Figure 2: WorkFlow for Audio Classification

In comparison to the image data domain, very little work is observed in using high
caliber deep learning models for video classification. A state-of-the-art approach has been
applied in this paper in which the video classification is done using the audio content
embedded in the video and keeping the accuracy in mind the main motive behind this
research is to reduce the computational power and make the model accessible for the
cheaper machines as well. The developed model has a tendency in which the model can
be trained easily 40 EPOCH and get to the accuracy of almost 93% however the highest
accuracy is achieved by training the model up to 150 EPOCH which is approximately
96.8%.

2 Related Work

Classification of video and audios content had been a difficult task for a lot of researchers
and many researchers have performed the searches and provide solutions towards the clas-
sification/ categorization or identification of the available content. The video can mainly
consist of the three different types of content, it generally consists of the audio, a series
of picture frames and the captioned text and hence the researchers have segregated the
content by analyzing any of the three information. Majority of the research is conducted
on the picture present in the content. Using the available picture in the video at 1 picture
per frame the researchers have trained the models which could identify the content with
the over the time span of the video. The major identification is done in such a way that
researchers are able to identify what is the content of the data provided in the audio or
video. In the analysis done by the (Brezeale and Cook; 2008) a clear and critical analysis
is conducted on the segregation of the content. The related work for the classification of
content is divided majorly in three ways which are discussed further in this section.

2.1 Identification of the content using the information present
in the picture

A research performed by (Yue-Hei Ng et al.; 2015) helps in understanding how can we use
and train the model by stabilizing the video content on 1 picture per scale and training
the model with labeled data and further with multiple epochs to increase the accuracy.
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The researcher has suggested multiple ways to identify the content of the video, the better
model could be build using the Convoluted Neural Network and comparatively easy and
handier model could be built using the LSTM. The author has used a process called
as independently feature pooling networks in which the author allows the model to get
trained using the picture frame data available in the content of the video. After this, Yue-
Hei Ng et al. (2015) suggests that the output of CNN can be merged with the network
of LSTM and the engine could further keep on adapting and increasing the accuracy by
learning from the output of both the models. Technically the researchers have majorly
used the AlexNet and GoogLeNet which are a type of CNN.

2.2 Identification of the content using the Multimodal- picture,
and text

Another novel approach which is adopted by researchers explains how they managed to
train the model using the videos which are 2 minutes in length and they broke down
the videos to 1 picture per second that is 120 pictures were used to train the model.
Moreover they took the LSTM output and Feature pooling output which is merged further
to increase the accuracy and precision of the model and they were able to increase the
accuracy from 60.8% to 73% which is a good increase in the accuracy with comparison
to the previous models. Though the accuracy of this model is high but on the contrary
it requires a lot of hardware power, High CPU usage, High graphical usage and hence it
is an expensive model to train. Apart from being expensive if the model has a little bit
of blurry images the model starts to fail and wouldn’t be able to perform the task it is
being assigned.

The research done by (Lin and Hauptmann; 2002) tries to classifies the videos which
consist of news. Here the researchers used a multi-modality modal which combines the
image processing with the text processing. The output was combined using the SVM and
apart from this the researchers used the probabilistic approach to combine the output
from both the models. It takes a lot of efforts to build a classifier with really high
accuracy so the researchers opted for a different approach and they used the combination
of different models. This is one of the best ways to increase the accuracy by combining
the output of different models and merging them using probability or other approaches to
significantly increase the accuracy. It is definitely a better approach because to increase
the accuracy for a single classifier than after a certain point it becomes constant and even
if the accuracy is increased it increases with a very low rate.

Output statistics from this research depicts that classifier built on the image derived
from the video is more accurate when compared to the text analyzing classifier but when
both the classifier has merged the output of both the classifier is even better. The research
shows clearly that by using the multi modalities model we can easily reduce the noise
and get better results even in the noisy environment. This model is comparably good but
the only problem with this model is that it is restricted to News which is a very small
horizon of the practical world. This approach needs to broaden and application of this
approach is a must in a different real-life scenario as well.

2.3 Analyzing the Dynamics of Video using picture

(Roach et al.; 2001) In this particular research the technique of video dynamics is used,
this technique involves the analyzing of dynamic of video and authors have used it to
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classify the videos in three major genres which are Sports, Cartoons and News. This
technique involves the comparison and analysis of the images in the foreground and the
background of the video over a span of time and here the comparison on done over the
30 seconds of the video which helps in understanding the video and classifying it.

The authors have used a model which is known as the Gaussian Mixture Model and
in this model, the comparison of the image is done at the pixel level and a proper flow
of image and pixels is drawn over the mathematical axes 3D plane. Further, the results
showed that the percentage of error was decreased to merely 17% for the background
image dynamics and the error percentage for the foreground was merely 8%. However,
when researchers combined or merged the output of both the motions the resultant error
percentage was degraded to merely 6% and which is indeed a very accurate classifier. Fur-
ther, this model could become better by adding audio or textual reference and moreover
this classifier just consist of the three classes and in the real world scenario we have way
more scenarios than these three scenarios and so more data can be fed to this model to
increase the number of the classes.

A lot of various other methods have been used by the researchers, in this paragraph,
some of the techniques will be discussed. A state-of-the-art approach is used by (Di-
mitrova and Agnihotri; 2000) the patterns have been used and further analysis of text
trajectories and faces is done to identify the video’s class. the HMM i.e. Hidden Markov
Model is used to the classification. In this article, the researchers have used a high end
developed algorithm which is designed by (Agnihotri and Dimitrova; 1999) and this al-
gorithm majorly functions on the textual context of the data. The data that has been
acquired from the video's face and text is the measure of development that has occurred,
size and to what extent it was available and by examining every aspect a lot of researchers
have attempted to put the recordings in 4 classes which they named as sitcoms, Soaps,
Commercial, and news. Also, to identify the Face the researchers have used the algorithm
designed by (Wei and Sethi; 1999) and to identify the text the algorithm designed by (Ag-
nihotri and Dimitrova; 1999) is used. As discussed in the last paragraph this study also
takes into account the change in the contrast of the pixel of the picture and this is how
the calculation of image is done. Textbox, detection of Edges, filtration, etc. in this
study is done using the work of (Agnihotri and Dimitrova; 1999) and as mentioned above
the face detection is used with the help of (Wei and Sethi; 1999) and this algorithm has
the tendency of comparing the pixel and hence it can differentiate in the face color and
background or greenfield and object etc due to change of value in contrast of every pixel
and it can then understand what the object is by drawing the boundaries. Further, with
the help of the labeled dataset, it can learn the object’s size and shape, the basic found-
ation model of face detection lies on this research and with this algorithm they were able
to get an accuracy of 85%. However, the advancement in the CPU power and complex
algorithm this study has been assumed to be an obsolete study and a lot of better and
powerful models are available in today’s world.

2.4 Analyzing the Dynamics of Video using Text and Picture

The author (Gibert et al.; 2003) has extended the research done by (Dimitrova and Ag-
nihotri; 2000) and tried to create a model with the HMM and the author have used this
approach to classify the different types of sports which are Soccer, Football, Ice Hockey
and Basketball. The approach behind this research is to identify the color of in the
background that is the color of the field and the movement of the camera and the iden-
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tification of text has also been taken into consideration so that they would comprehend
the difference between a sport and non-sport video. The authors have combined the fea-
tures extracted from the Motion and color of the video and they have further used the
HMMs to combine the output of Motion Features and color features for the analysis. In
the implementation, the authors implemented this model and processed a video of 220
minutes which comprised of all the different four sports. Individually accuracy for motion
and color is pretty low which is 53% and 77% but when on the other hand the accuracy
of both the output is added we drastically high accuracy of 93% . Though it has good
results but this is a very restricted research as it concerned with only four sports but the
approach is amazingly good.

A state-of-the-art approach is used in (Zha et al.; 2015) where the author has as-
sessed and worked on the Image trained CNN model which has been already trained. So,
to perform this task the author used a CNN model which is called ImageNet but the
inadequacy of this architecture is that it does not take motion into the consideration.
Hence another approach was developed by (Lin et al.; 2009) where they captured this
motion information using the Optical Flow Descriptors. This inadequacy is also chal-
lenged by distinguishing the Optical Stream-Based Descriptors (e.g. (Lin et al.; 2009)),
descriptors from Spatio-temporal interest points (e.g., (Laptev; 2005), (Dalal and Triggs;
2005), (Willems et al.; 2008), (Laptev et al.; 2008), (Wang et al.; 2009)) or estimated
movement directions (e.g., (Wang et al.; 2011), (Jiang et al.; 2012), (Jain et al.; 2013),
(Wang et al.; 2013), (Wang and Schmid; 2013)).

Convoluted Neural Networks (CNN) over the last decade has developed to be the
best approach to understand machine learning and it is shinning on top of all the other
algorithms. All the methodologies which are based on the CNN are providing really high
accuracy and efficiency especially since the publication of the ImageNet there has been
a significant increase in the accuracy of the Image researches. For instance, the model
which is developed in research by (Krizhevsky et al.; 2012) is transformed to a different
dataset which is called as PASCAL VOC dataset. The top algorithm has been developed
by Google which is known as the GoogleNet and VGG architecture. These model are the
most accurate models present in the world as of this moment and they are developed by
the team of Google. Now researchers used these CNNs and using them they exploit the
variables which can be changed to get the better accuracy or performance and moreover
some researchers even feed the output of these CNNs to a classifier like SVM. After
evaluating the results it has been observed by the researchers that the CNN based model
is the highest performing models and they can easily beat any ordinary Spatio-temporal
and motion models. But in spite of being such a great model, these models also fail
when the quality i.e. the pixels of the pictures is not good or the image is blurry and
hence there’s a need to analyze the content using other methodologies as well or multi-
modalities model. The researchers (Karpathy et al.; 2014) has published a report which
is quite same as the approaches that we are discussing here but they took this research
to a whole new different level. Before this research people used to classify the data into
3-4 classes only but these researchers have performed this task on the data of 1million
videos which consists of 487 classes.

2.5 Classifications using the Audio content in the Video

As early as this research (Lu et al.; 2001) the stepping stone were kept for this type
of Audio classification. In this research, the author explains and demonstrates how the
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information can be extracted from the audio of the video. Generally, the building blocks
for researches like this functions on the base that whether the audio present in the video
is filled with speech or no-speech elements. This high level of differentiation is done us-
ing the famous KNN (K Nearest Neighbour) and LSP VQ (Linear spectral Pair Vector
Quantization) and after differentiating the primary sounds the further step is to under-
stand the sound whether it background noise or music or any kind of environmental
sound. Moreover, another task is to understand whether there is a silence or not and
to understand this part the researchers have used the zero-crossing rate and short-term
energy and analyzed it if this is less than the threshold or not and if this is less than the
threshold it is considered as silence. Now, the remaining part is the non-silence and to
understand this last important part the researchers have used spectrum J and X (SF)
and Band periodicity (BP), noise frame ratio (NFR) to differentiate between whether it
is music playing or environment sound and this is how in this research the authors were
able to differentiate between the noise, environmental sound, music sounds, and silence.

With this approach, the accuracy percentage was very high and it reached up to
98.03% for segregating the music and speech and also the accuracy for all different classes
which are environment sounds, silence, music, the speech was scored up to 96.51%. This
research certainly has an amazing accuracy but it lacks the variety and hence more classes
are needed to be added to run it in the real world scenario.

Another study on the natural sound was conducted by (Aytar et al.; 2016), this
research is more sophisticated than the previous researches as they have taken 2 mil-
lion unlabeled videos into consideration for the analysis of wild. They developed a new
network of sound which they called SoundNet and this network has gained quite a lot
of attention in the research world. By the research (Lee et al.; 2009) a CNN model
was generated in which the characteristic is obtained from the audio and convolutional-
restricted-Boltzmann-machines (CRBMs) is used for convolutional-deep-belief-networks
(CDBNs) which is an advanced way for RBM. Further, PCA is employed to cope up with
the higher dimensionality of the model and spectrogram. Also, various audio classifica-
tion on music genre is conducted and build on top of this model, and it has been observed
that after employing more classifications method the accuracy certainly boosts up and
(Li and Guo; 2000) have used SVM to perform the same classification. In research done
by (Takahashi et al.; 2017) the authors have performed and created a new network of
analysis which they named as AENet and this is used extensively for the analysis of the
audio features. More research on the same dataset is done by (Wu et al.; 2015), (Gir-
gensohn and Foote; 1999), and particularly on youtube 8m video these researches have
been done, (Abu-El-Haija et al.; 2016),(Na et al.; 2017)(Li et al.; 2017),(Wang et al.;
2017)

2.6 Summary of Related Work

After reading through and analyzing the literature mentioned above thoroughly it can
be seen that there has been a great effort put in to the understanding of video and
audio content and the researchers have majorly distributed the entire understanding the
content on the basis of three pillars which they call as modalities and the modalities are
Video, Audio, and text where video is nothing but the analysis of a series of pictures at
different level. Researchers in (Dimitrova and Agnihotri; 2000) and (Lin and Hauptmann;
2002) research have demonstrated a technique long back where they have compared the
contrast of the picture at the pixel level and tried to draw the image at the pixel level to

7



understand the objects in the video. This research has been one of the finest technique
to identify the objects in the video. Some researchers like (Lin and Hauptmann; 2002)
presented the classification using a classifier built using SVM while others have used a
different approach and built the classifier using the HMM. However, using any classifier
or technique which is based on the image has its flaws like when it’ll be dark the pixels
won’t be able to detect and if the image is blurry the pixels will fail again to identify the
content, moreover, when high-efficiency devices like high performing GPU and powerful
CPU are needed for analyzing these type of data. Also, text depending model identify the
text by using the picture in the video and which is again will become problematic in case
of bad pixels or blurred image. Another research on classification is done on the basis of
the audio i.e. the embedded audio the AENet is introduced by (Li and Guo; 2000) and
the SoundNet is introduced by (Aytar et al.; 2016) and these both are effective model of
classification but they are not good when compared with the latest innovation that has
been done in the latest years where GoogleNet, Alexnet, VGG have been introduced and
a research by (Hershey et al.; 2016) has been done which involves the latest developments.

Also, another aspect or angle that has been considered by the authors is regarding the
dynamics of the video which involves the foreground and background motion analysis.
These researches were discussed and conducted by (Wu et al.; 2015) and (Roach et al.;
2001). After analysing all the methods available it can be observed that whenever there’s
been an involvement of more than one classifier the accuracy has always been improved
and the best way to design a classifier is to increase the accuracy not just by perfecting
the same classifier rather including another classifier and increasing the efficiency with the
help of both the classifier. (Lin and Hauptmann; 2002) and (Gibert et al.; 2003) would be
the complex models where the accuracy is improved by designing some state-of-the-art
complex solutions for the classification.

3 Research Methodology & Design Specification

For the development of any project, the way it is being developed is one of the most crucial
parts, for the development of this project the famous CRISP-DM approach has been used.
The CRISP-DM approach is one of the widely known approaches to execute the Data
mining projects and this approach provides a structured way to perform things and it
provides the practicality, feasibility, and flexibility. This approach is consist of majorly 6
steps which involves understanding the business, understanding of Data, further preparing
the Data, and then modeling Evaluation and Deployment.

3.1 Dataset Preparation - Preprocessing & Availability

The datasets that have been used for this research is freely and openly available. Since the
big conglomerates have been trying to build better models, the company google released
multiple datasets for the training of models.

Youtube-8-m dataset: This dataset is probably the largest dataset in the world for the
classification purpose. This dataset consist of around 8 million videos and this dataset is
partitioned into the different parts which are called as shards. Like in the related work
we have seen people have worked on the hardly 3-4 classes but this dataset consists of the
3862 classes which are a huge amount of data. Moreover, every video is approximately
2 minutes long and hence the total size of data is approximately 1.52 TB. The dataset
consists of a CSV file as well which will have the video name and the and their class or
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label. This file can be loaded into memory to assign the label to the videos and training
the model. Similarly, it can be used to test the model with the information present in
the CSV file. The Dataset can be found at the link mentioned below.1

Figure 3: Sample data - Class

The sample of Data with Class name is demonstrated in figure Figure 3 and with the
class code is demonstrated in figure Figure 4

Figure 4: Sample data - class & code

Audioset- This is another dataset which consists of the Audio files, This audioset is
developed by Google too and they have used almost 2 million videos to construct this
dataset and this dataset consist of 527 classes. The length of the sound in this audio
is around 10 seconds which makes it more feasible to understand the model and train
the model. This dataset is also consist of the audio files and CSV file, CSV file again
contains the information about the file name and its genre or class. This dataset can be
downloaded from the link here 2

Urban sound Dataset: This dataset is most suitable dataset for the research purpose
as this dataset is not that huge like other youtube or audioset dataset as the other dataset
requires huge servers with powerful CPU and GPUs to train the model, even then it’ll
take days to train the model. However, in this Urban sound dataset, the data is consist
of 8732 files and we can easily divide the data for test and train purpose. These 8732 files
are divided into the 10 classes which makes it preferably easy to work on for the research
purpose as this dataset can be handled on a local machine like laptop or desktop. Link
to the dataset is here 3

1Dataset 1: https://research.google.com/youtube8m/index.html
2Dataset 2: https://research.google.com/audioset/dataset/index.html
3Dataset 3: https://urbansounddataset.weebly.com/urbansound.html
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Pre-processing: The pre-processing of data is done as there are some problems in
the CSV file. So the CSV file is read and the special character and blank columns and
columns with unexpected data is removed since there is enough data to train so during
pre-processing all the data which is corrupted or missing is removed from the file and the
correct data is loaded and similarly the data files i.e. the audio files were also ignored
since the class value is NULL there is no point in reading the data for that particular file.

3.2 Modelling Approach - Transfer Learning

The most efficient way to develop models is to use the already built high performing model
and tweak some changes or enhance these models by combining the output of two different
models, this approach would be the best way. Transfer learning approach suggests from
the name that it is the transfer of the learning and hence in this approach an already
trained architecture which is popularly known as VGG. This model is designed to train
the machine learning algorithm and it is made on the concept of Deep Machine Learning
and this model has a lot of variables which are configurable and can be used to train the
new model. The best thing about this approach is that with this approach the already
trained model is trained again and this would reduce the consumption of computational
power significantly. The architecture of VGG looks like in the image shown in Figure

Figure 5: A Visualization of VGG Architecture (Source)

3.3 Data Modeling - Working of Model

The critical part and detail about the working of the model are discussed in this section.
In this research, the primary focus is on audio since the audio contains information
which can be easily understood and comprehend and also it doesn’t get affected a lot
by the introduction of the noise. To achieve this, the noise has been introduced to the
same audio and then the output was tested and it was seen that the model was still
able to perfectly classify the sound to the Dog’s sound. This procedure is consist of a
model which is entirely based on the architecture of the Convolutions Neural Network
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and it works solely on the spectrograms generated from the audio data. Further, this
spectrogram is passed through highly sophisticated layers of CNN and this pre-trained
model would be able to understand the deep features to assign the related class for that
audio spectrogram. The spectrogram is generated using the audio data of urbansound
and every single wave is generated using the 960 milliseconds of sound and further, the
dimension feature that is generated for this generated spectrogram image is 64 and hence
the entire spectrogram image would be around 96*64. Later, this processed image is fed
to the already trained model of VGG and the higher dimensionality can be obtained up
to 128.

The mathematical expressions can be explained using the research published by (Aytar
et al.; 2016) and (Xu and Li; 2003).

let
xi ∈ RD

be the audio wave and,
yi ∈ R3×T×W×H

be the audio/video and the duration of the video is from 1 to N and T, shows the total
samples and H represents height and W shows width.

During the initial part of model i.e training the topmost part of the model optimizing
the coefficient is a mandatory task which can be written as

minθ

K∑
k=1

N∑
i=1

DKL(gk(yi)‖ fk(xi; θ)

where
DKL(P‖Q)=

∑
j

Pj log(Pj/Qj)

is the K-L divergence. (Aytar et al.; 2016)

3.3.1 Reducing the Dimensionality - PCA

The higher dimensions in the images makes it difficult to run the model as it requires
the higher configuration devices and moreover the higher configuration devices will have
to utilize a lot of power to work through so much of data and hence it is mandatory to
reduce the dimensionality and PCA is accepted as a great technique worldwide to reduce
the dimensionality. The google itself has launched the starter code for the calculation of
the matrix in late 2018 and the mathematical equation behind that code is explained by
(Xu and Li; 2003) and demonstrated below.

Letś say the maximum value of vectors is N then,

xi, i = 1,2, N

the value of Covariance matrix can be written as:

i = (1/N)
N∑
i=1

xiandC = (1/N)
N∑
i=1

(xi − i)(xi − i)T

where C can represent the covariance matrix and i represents the mean vector.
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PC stands for the principal components and the first K relatively significant eigen-
vectors for C V, i=1,2.K, further the eigenmatrix is constructed with d*k dimensions,
and that is demonstrated further as K dimensional vector with

y = UT (x− i)

where K demonstrates smaller than N and D, K� NandK � D.
This is how PCA helps in reducing the dimensionality and making it feasible to run on

the machine with comparatively low configuration and helps in performing faster training
of models.

3.4 Gantt Chart

The Figure 6 shows that how the project development timelines were for the Implement-
ation and execution of this Research Project.

Figure 6: Gantt Chart

4 Implementation

The implementation plays a crucial role in the execution of any project. The imple-
mentation of this project is done using python. Python is preferred over other languages
because python have an advantage over the other languages in terms of the availability
of the library and moreover the library like librosa have functions like create spectrogram
which can directly create the spectrogram from the audio files. Also, the VGG architec-
ture model is available in the python library. Cleaning and loading the data to python
and further the running and testing of the model is also easy in python as a lot of tutorials
are available for python.
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4.1 Technical Details

Python will be used as a language and Spyder is used as the IDE on top of the python and
spyder is selected because it is convenient and help in providing the proper indentation
for the code.

Dataset, VGG model starter code is provided by Google and it is available on Github
to start the building of the model.gc,

The libraries which were used in this project were memory usage, os, pandas, glob,
numpy, keras, librosa, pylab, matplotlib, gc and PIL from the Image library. They need
python 3.7 to run all the libraries.

Keras based on the TensorFlow and it can be used to process the audio signals.
Librosa was used to capture and display the generated spectrogram from the audio files.

Matplotlib is used for the generation of spectrogram using the short-time Fourier
transform.

Numpy is used for certain mathematical calculations and determine the accuracy and
mathematical calculation required for the model.

Figure 7: A Visualization of Implementation

The model is developed using the Google VGG with a similar approach and the model
is run again and again to improve the accuracy. For the first epoch, the accuracy of the
model was around 30% and further, the model is re-run, again and again, to improve
the accuracy until the accuracy percentage stopped increasing and it became constant.
During the execution of this project, the exact value of epochs when the model accuracy
became constant was around 150 which is a really high number. Hence to ease the project
the urbansound dataset is used as the Youtube8m and Audioset dataset was very huge and
model ran for over 2 days without giving significant results. Further, keeping this aspect
in mind and to perform the analysis the data is switched to just urbansound dataset.
approximately 8000 labeled files were present for analysis and these were divided into
training and testing dataset. Around 5500 files were used with all the 10 mixed classes
and rest 2600 files were used for the testing purpose. The model took around 15 hours for
training and after 150 epochs the model achieved an approximate of 94.6% of accuracy.
The flow of the implementation is depicted in figure Figure 9
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4.2 Inducing Noise in the Data

Further, the noise is induced in the audio data manually. The barking of a dog is taken
into consideration and the noise is induced the same file and changes in results were
noticed. Even after adding the noise the model was still able to successfully identify the
class of the Audio. Below spectrogram of audio where the noise is induced and when
noise is not induced.

Figure 8: Dog Barking with No Noise

Figure 9: Dog Barking with Added Noise

Hence this model can be applied in real noise as it is able to counter the noise generated
in the model and it was still able to understand the class in the audio.

5 Evaluation

The evaluation of a model is a mandatory part as it tells us about the performances and
the drawbacks of the models. The performance of this model is measured on majorly two
aspects one is that how the model is reacting to the number of runs and how many runs
will be needed to make the model stable with the accuracy. The second aspect is how
the time and processing power took to train the model increases or decreases with the
induction of noise in the Training and Testing datasets.

5.1 Comparison of Loss, Accuracy, and Epochs

To evaluate this aspect the loss, acc, val loss, val acc is measured along with the number
of the epoch. As per the keras, this is the only way to evaluate the model and check
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the accuracy of the model along with train the model until it becomes a fit model and
prevents the model to become over-fit.

Epochs loss acc val loss val acc
1 0.7546 0.7509 0.6563 0.7866
2 0.6459 0.7877 0.5994 0.8051
3 0.5764 0.8055 0.5665 0.8175
4 0.4906 0.8316 0.7519 0.7881
5 0.4582 0.8466 0.4758 0.8439
6 0.4097 0.8625 0.7281 0.7707
7 0.3830 0.8717 0.4593 0.8612
8 0.3440 0.8817 0.4878 0.8537
9 0.3067 0.8990 0.5290 0.8462
10 0.2743 0.9081 0.3832 0.8786
25 0.1307 0.9624 0.3237 0.9253
35 0.1101 0.9660 0.3133 0.9299
45 0.1035 0.9742 0.3511 0.9321
55 0.0959 0.9729 0.3402 0.9261
65 0.0929 0.9722 0.3363 0.9389
150 0.0734 0.9974 0.3065 0.9487
151 0.0711 0.9975 0.3011 0.9479
152 0.0686 0.9982 0.2988 0.9488

As per the keras theory, we should keep training the model until val acc is, even if acc
is still increasing as if the model is being run again and again the model will most likely
to become an overfit model. The models give a pretty good accuracy around 50 epochs
but to make it extremely good the model can be run again until 150 epochs but after 150
epochs the model starts to become overfit as acc is still increasing, however, val acc has
stopped increasing.

5.2 Analysis of Impact of Noise Induction in Audio

In real life scenario, we never receive a file which does not contain any noise or distortion
and hence it is imperative that the model should be able to recognize the noises or
distortions and it should be able to remove it or recognize it. The model should be able
to bifurcate between the information stored in the file with respect to the noise that has
been mixed.

Also, another important aspect is that the model should be able to perform well with
the noise and should be able to predict the class. Moreover, along with recognizing the
class the model should be able to perform swiftly, it should never be the case that model
will fail or will start taking a lot of time when compared to isolated classes audio. Hence
it is mandatory to run and analyze the performance of the model when induced noise is
brought into the data.

Figure Figure 10 shows how the processing time gets impacted with the induction of
noise and this is measured against a number of epochs to generate a graphical represent-
ation.

On the other hand, Figure Figure 11 shows that how the processing power gets im-
pacted with the induction of noise and this is also measured against a number of epochs
to generate a graphical representation.
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Figure 10: Impact on Processing Time after Inducing the Noise

Figure 11: Impact on Processing Power after Inducing the Noise
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We can see from the results that the model has ana accuracy of 94.88% and this model
also doesn’t get highly impacted with the induction of the background noise. Though
the performance does get hampered with the induction of noise it does not affect majorly
and hence this change in processing time and power is acceptable.

6 Conclusion and Future Work

This research tries to build a model with good accuracy and a state-of-the-art solution
to prevent the model from becoming overfit or underfit. Also, during this research, it
has been kept in mind to reduce the computational power and along with that, there
shouldn’t be a steep decline in the accuracy of the model. The accuracy of this model
is 94.88% which is comparatively low with respect to some models like (Hershey et al.;
2016). However, this model requires comparatively very less computation power when
compared to other models as a majority of the model works on the picture pixel analysis
and this model works on the audio present the videos and hence require comparatively
less computational power.

Apart from training testing the model with the valid data the noise has also been
introduced to the model to measure the extent of change or degradation in the perform-
ance of the model. After introducing the noise the model is compared with the previous
results in terms of the computational power consumption and time taken to train in one
epoch that is the performance of the model for every epoch is compared.

The results clearly depicts that the model is trained to a great percentage at around
50 epoch, so if someone does not want to waste a lot of computational resources and
can work with a 2-3% more error can run the model after 50epoch, however if someone
requires a model which should perform better with a low error rate that person could run
the model for 150 epoch to gain better accuracy but this will impact the computational
power. Also, after 150 epochs the model starts to become over-fit and hence it should be
never trained after the 150 epochs. Also, the graphical results show that the model works
fine even after induction of the background noise however the performance is decreased
and the time taken for processing is increased which also does not have a major impact
on the time and performance. Hence this model can work in the real-life scenario for the
prediction of the genre or class of the Videos or Audios.

In terms of Future development, better models can be developed by introducing more
modalities and combining the output of the modalities to get better results. Also, more
data and classes can be fed to the model to further expand the horizon of the classes.
Apart from expanding the classes, if the percentage bifurcation is introduce to this model
that would be a major improvement like let us assume in an audio there is the voice
of dog and cat at the same time so if the model would be able to bifurcate and give a
percentage like the audio contains 60% dog sound and 40% cat sound that would improve
the efficiency and clarity in the model drastically. So by introducing more modalities and
getting percentages for different voices the output of the model can be improved and a
better model can be built.
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