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Sentiment Classification of Current Publipi@on
on BREXIT: Naive Bges Chssifier Model vs
Pyt honodos Text Bl ob Apr¢

Bhupender Singbhekhawat
X17170214

Abstract

Sentiment Analysis is playing a crucial role in technologicalrldvadue to
tremendous growth in the field of social media. The motivation regarding sehtime
analysis comes from the fact that social media platforms like twitter provide a great
platform which is used by general public to express their opinions aboatiacp or an
event. Such opinions provide an opportunity to researchers to work on datg b@sed
on public reviews and opinion and provide critical insights helpful for organizations in
better decision making. This paper discusses comparison in parfoes) of Naive
Bayes Classifier Mo del and Pythonons Text Bl ol
classification on current public opinion on BREXIT. In order to achieve the objectives,
natural language processing, concepts including regular expression kmergount
vectorization have been used. Also, Natural Language Toolkit library along with
TextBlob library are used to clean the data and provide polarity score to the tweets
respectively. Naive Bayes Classification algorithm is then introduced into duelm
after training it on Sentiment140 Twitter dataset to provide an accuracy comparison to
that of the TextBlob. Therefore, useful insights are produced considering visualizations
obtained from Tableau. Moreover, the results of this research provideightiabout
public opinions of different countries about BREXIT. Also, the results wilb Bzitish
and Irish governments to formulate their foreign policies and internal policies in order to
maintain their relationship with their major business friermdlyntries.

1 Introduction

The exit of Britain from European Union is termed as BREXIT. kv, since March
2019, the uncertaip over BREXIT deal has been pushing the BREXIT date further. Now,
the United Kingdom has been provided an opportunity tckwpon the BREXIT deal until
31st Oct 2019 before BREXIT happefidnited Kingdom- European Commissio2019)

Moreover, there have been a lot of speculations on the aftereffects of BREXIT deal. It is
expected that such speculations along with many other political and social events associated
with BREXIT happened in theecent past will play an importantleoon present public
sentiments about BREXIT. Hence, this research aims at discovering the variation in the
public mood swing since 2016 using social media platform. Twitter and producing
visualizations based on insighobtained from sentiment analysik the retrieved dataset.

Al s o, it is considered that BREXI T wil/l cert
the associated countries with it. Therefore, it becomes extremely important to determine the
public reation in the countries which plays damportant part in positively contributing
towards the United Kingdom's economy. Such analysis will provide critical insights to
United Kingdom for deciding their internal as well as foreign policies. Until now, ordya f
researches have been done on BRE>id they have been mainly focussing on determining
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the public's opinion about it. Therefore, this research will focus on identifying the impact of
BREXIT on countries playing an important part in the United Kingdaotnomy. For it,

data mining technicgs Naive Bayes Classifier algorithm, NLTK library along with natural
language processing concepts are used to carry out sentiment analysis. In order to fetch real
time tweets, Twitter streaming APl has been used, oentnsent analysis was carried out

then insights related to the retrieved dataset were visualized using Tableau.

1.1 Motivation and Background

With surge in number of users of social media platforms like Twitter, it has now become very
common for people to exgss their opinions about certain BYgoroduct or organization on

such platforms. Thisds brought sentiment classification at the centre of interest for many
researchers and scholars. Sentiment classification or sentiment analysis in text classification
on social media platform like Twittas defined as a process of finding out public amini
about an event, product or topic using techniques like machine learning. In it, public opinions
ar e classified i nto categoriesr allibke Sékhasdit
classification help®rganizations to gain insightful knowledge from ited data for swift
decisions on crucial moments. Sentiment Analysis on BREXIT has been an interesting topic
for research. However, so far very few researches heae thone on this topic and previous
researches have mainly been focussing on identiffiegopinion swing among public. As

the BREXIT date (31st Oct 2019) is approaching closer, there are a lot of specwdations
discussions going oabout it on social edia platforms like twitter. A lot of organizations are

als interestedo have an idea about BREXIT impagiebally, WalkerOsborn and Barry
(2016) published article about possible impact of BREXIT on Information Techgolog
Industry. Therefore, it is expected directly or indthe BREXIT will have certain impact on
businesses. This brings a need for sentiment analysis &®EXIT on social media
platform like Twitter andn order tomake an effort to gain insights from kgic opinions

from residents of major business partner countrigsnited Kingdom. Therefore, conducting

real time sentiment analysis on BREXIT for public based ijpnausiness partners countries

of UK will provide an opportunity to the United Kingdonowgernment to gain some useful
insights in order to formulate theiubiness and foreign policies in a better sense.

1.2 Research Question

Can sentiment classification on BREXIT usiNgiveBayes Cl assi fier Mode
TextBlob approach assist/supportnlted Kingdom and lIrish governments in gaining
important insights fsm real time sentimemnalysisof their major business partner countries.

In order to sale the research questions, certain objectives have been formulated,
implemented, evaluated anadily results are illustrated.

1.3 Objectives

1. Literature search on sament classification based on Naive Bayes Classifier Model
and Pythonds TextBlob approach.
2. Implementation, Evaluation and Results on Naive Bayes Classifier Model.
3. Implementation, Evaluatio and Results on Pythondés Text
4. Comaprison of NaiveBays Cl assi fier Model and Pyt hon:



2 Related Work

In order to discover the topic to perform research on sentiment analysis, the papers related to
sentiment analysis we initially studied which further provided the basis for deciplgetaxt
classification and opinion mining that helped in forming theecéwundation of text
understanding about BREXIT using twitter as the topic for this research. Also, these papers
havehel ped to explore Napve Bayeagblitdryasdoag f i er
with concepts from Natural Language Processing sadolkenization Count Vectorization

and Pythono6és r eg uw$thea maehneleamingtecnique ltoixdaut this y
research. Moreover, special credit goes to the onlirearels papebased libraries such as

IEEE explore and Research Gate gooviding an abundance of literature resources. As far as
sentiment analysis is concerned, there have been numesesrches being done in this

field. Therefore, it becomes extremeigportant to throw some light on key previous work
which have been done this field and then proposing a new solutiainthe end of the
discussion.

2.1 A Reviewon Sentiment Analysison Twitter Data

As shown byRamanatharet d. (2019, Sentiment analysis is playing a crucial role in the
technological era because of presence of wide rangppications supporting business and
platforms like social media. Thedvantage of sentiment analysisiishelps in determining

the preent opinion of public about a product or field. The insights retrieved from such
analysis on public opinion assistssimess to work upon improving their product quality.
Domain specifiontology is a type of analysis done using common sense. The [spetaxfh
(POS) tagging turns out to be crucial in identifying the entities, this is further supported by
comparing enties based on knowledge gained from domain specific ontology. Sentiment
lexicon approach is a branch of sentiment analysis which is usedetermining the
sentiment scores of entiti€Semantic orientatiors combinedbelongingto respective domain
specific featuresAlso, as one of theadvantagest is found that using madine learning
algorithms along witHfeatures agonceptual semanticnproves overall performance of the
model.However, as an improvement contextual and conceptual semantic serdimadysis

can be utilized to improve the performance of moddlis papeihas helped iminderstanding

on how part of speech tagging could lsed along withconceptual semantic sentiment
analysis can assist iimproving overall performance of the selected machine learning
algorithm. Although, automatic sentiment atysis is a ery good way tanalyzesentiments

of public about a product or topidBut, at thesame time another challengelated to
sentiment scores comes s sentiment scores allocatedaib words stay same irrespective

of domain of theresearch. fere is possility for obtaining less accurate resuliscause in
lexicon-basedapproactperforms differently in different domainkoro et al.(2018)resolved

this problemand accuracy ofhe research is improved by using twentiment leicons
altogetherAs a part of it, initialy a lexicon is used to obtain the words containing sentiments
andnegative words. Later, another lexicon is used to classifiainingdata.However, use

of machne learning algorithm would have giverore accurat resultsThis approach helped

in understandingpow accuracy of the final model is improved by uding lexicons together
instead of going for traditional single sentiment asialyapproachin automatic sentiment
analysisvocabulary is builbased orsd of words being assigndd order to improve user
experience, artificial intelligence assistance is an emerging technology being used for



carrying out sentiment analysis. It focuses on evaluating user experience and emotions while
understanishg user tendecy through opinion mining. The authBark and Se{?018)triedto

identify which artificial intelligence assistant statistically performs well among the three
chosen artificial assistants. Users opinion regardmggdhosen thee artificial intelligence
assisants were divided into three categories positnive, negative and neutral by using lexicon
Valence aware dictionary along with VADER (sentiment reasoner). In order to identify the
statistical stability of the tke artificial intelligence assistants test dikMann Whitney,
independent sample T test, Krushal Wallis test were used. Improper optimization of natural
language processing turned out to be a limitation of this work. This work has provided
knowledge of aather lexiconapproach to carry out sentimeamalysis.In Rahmanet al.

(2019, the authors have taken a different approach to perform sentiment analysis on retrieved
unstructured data from twitter. Supervised and unsupervagdrithms areused for
performing sentiment analysis. Initially, data is retrieved using twitter AP| witlien pre
processed. In the next step data isgmecessed and cleaned. In the model building phase
first unsupervised lexicon model was usedlassify colleted tweets data gge-processed

data did not had class labels assigned to it. Tweets were classified in positive, negative and
neutral categories by matching the words of the tweets with a predefined.librarger to
classify the tweeast 10, -1 sentiment scores were assigned tteem In the next step,
supervised models were implemented for training purpose. The used supervised models are
Naive Bayes Classifier Model, Support Vector Machine, Maximum Entropy Classifier,
Decision Tree anBagging.As anadvantage the use of multiple rhawe learning algorithms
haveimproved theperformance of model ovather machine learninmodels.This model

was unable to classify tweets automatically which turned out to be its limitatiis work

has provided very gtical knowledge regarding the odels which can be incorporated for
performing sentiment analysis.

After a thorough literature review onrgenent analysis using different techniqudhese
papers helped in deciding Natural language pregiag, NLTK library, Naive Bayes
Classifier algorithm, andextBlob approachas core foundation to carry out work in this
paper.

2.2 A Review on Sentiment Classification Using Natural Language
Processing NLP)

As articulated byLobur (2011) the natural lamyuageprocessing NLP) is the domain in
machine learning which is used in text analytidé TK which is called Natural language
tool kit i's a part of pythonos | i bKawraly bel ¢
languageprocesing not only @als with tex@nalytics but it also plays an important part with
research based on analysis on human langu&yeparing models for research based on
humanlanguagegomes in computationéihguistics The major advantage of using NLTK is
that it allows even abeginnerprogrammer to understand concepts of natural language
processing saving a lot of time from gathering information aboMutmerous advantages
associated with using NLTK arg contains 60 corpora belonging to real world dat
collectionsof grammar, mods which have been traingfiinctions which provides a pattr
performing general natural language processing tasks.



Language processing
task

NLTK modules

Functionality

Accessing corpora

nltk.corpus

standardized interfaces to corpora and lexicons

String processing

nltk. tokenize, nltk.stem

tokenizers, sentence tokenizers, stemmers

Collocation discovery

nltk.collocations

t-test, chi-squared, point-wise mutual information

Part-of-speech tagging

nlik. tag

n-gram, backoff, Brill, HMM, TnT

Classification

nltk.classify, nltk_cluster

decision tree, maximum entropy, naive Bayes, EM, k-means

Chunking

nltk_chunk

regular expression, n-gram, named-entity

Parsing

nltk._parse

chart, feature-based, unification, probabilistic, dependency

Semantic interpretation

nltk.sem, nltk.inference

lambda calculus, first-order logic, model checking

Evaluation metrics

nltk.metrics

precision, recall, agreement coefficients

Probability and estimation

nltk.probability

frequency distributions, smoothed probability distributions

Applications

nltk_app, nltk.chat

graphical concordancer, parsers, WordNet browser, chatbots

Linguistic fieldwork

nltk.toolbox

manipulate data in SIL Toolbox format

Table 1. Functions of NLTK Library

The tablel depicts the common functionsfaened in natual language processind@he
corpora used in NLTK argenerally divided into different categories for assisting its users
Though in other programming languagesatural language processing tasks can be
accomplished. The major points whiekes python apafrom other languages is as follows.

1 Betterreading ability.

1 Userfriendly objectoriented technique.

1 Ease of extensibility.

1 BetterUnicode assistance

1 A functionality rich library.
NLTK has vast source of libraries which are being updatid new functonalities over the
period.This paper has provided deep understandeggrding functioningf NLTK library.
Tasks such asummarization of text, extraction of information, machine translation are
performed by NLP as depicted in work frafitnik et al. (2017) here, the author has carried
out sentiment analysis using natural language processifigt nutlE in order to detecthe
language of text and extract meaning out ofdr it, first the language datadess been
cleanedin the pre-processingstage which was then followed by language detection and
evaluation of resultsThough, this natural language toolkit library. Majonitation of this
work is that itdoes notcompares performance of this library witther natural laguage
toolkit libraries. Though, as an advantage this library can be used for natural language
processing courses for educational purpose. Moretvsrwork has provided understanding
of use of natural language processing in languagectien which is used in this research
project

2.3 A Review onFeature Extraction For Sentiment Classification

As stated byhang, Jin and Zho(R010)in his workthat one of the most important model
utilized for categomation ofobject is Bag oiVords BoW). The concept behind Bow model
is forming visual words by quantizing every extracted kmynt After this each picture is
shownusing visual words histograndoachims(1998, also worked upon Bowhodel.He
showedthat BoW model depicts coumf everyword present in a textual datisla et al.



(2018) showed that a matrix depicting count of words in textual data is created in BowW
model. Afterwards, frequency obccurrenceof these words are udeas features for the
purpose of training the classf. Thang Luong(2015) conducteda researctwhereit is
observed that Bow model performed considerably well in comparisonotfigt models on
Chinese Englistanguage transteon data.All these works have helped in understanding the
concept behind BowW Model for feature extractidanani 016,emphasized on various
steps being taken whilgreprocessinghe dataset. Various stepvhich were taken for pre
proaessing dataset @stop wordgemoval, determinationf sentence boundary, tokenization
and stemming. Tokenization is one of the most importdepswhile pre-processinga
dataset. It works in a manner that textual dataiveded into small tokens. Eactoken
representsa word from the textual document or language. There are numerous libraries
available in pythorsuch as NLTK word tokenize, Mila tokenizefextBlob tokenizer etc
which are used for tokenizationThis work has helped in understanding iimedepth
functioning of TextBloblibrary for pre-processinghase.

2.4 A Review onUsing NaiveBayes Algorithm For Sentiment
Classification

The Naive Bayes Classifier is a probabiibased algorithnwhich is mainly used for text
classification purpose. It wks on the concemf Bayes probability theorem. Accordingito

the probability of presence of a specific component in a class is raadazompared to
presence of some other pdri.Rana and Singk2016) the authors hav&ied to carry out
seriiment analysis on reviews on drama by using Naive Bayes Classifier algorithm, Support
Vector Machine and Synthetic words approaRbviews were fispre-processednd then
data mining is performed by using Naive Bayes Classifier algorahd Support Veor
Machinewhich is followed by comparison of results. desultsit is observed thaSupport
Vector Machine gives better accuracy as compared to Naive Bayes Classifier algbnighm.
comparison among Naive Bayes Classifier algorithm 8N@1 was an advaage as it
brought up another approach for text classification over the traditional appHackver,

the accuracyvasobtained on reviews based on dralaerefore the major limitation of this
work is, for reviews based on other topibe faccuracies mayary and that can make Naive
Bayes a better model as compared to Support Vector Machinésxfazlassification. This
work has nobnly helped in understanding Naive Bayes Classifier algorithm but also porter
stemming algorithm which isised for removingsuffixes from words as a part gire-
processingof text. Ibrahim and Yusoff(2017) tried to test the accuracy of Naive Bayes
Classifier algorithm on different size of datasets. Sentiments were classifjgasiiive,
negativeand neutral categories and 5 different datasets with dataset size 5,10,25,50 and 100
tweets were used. In ordey train the model five users were used to classify the words in
positive, negative and neutral categories. The trainindtsesere then give to Naive Bayes
classifier algorithm which produced accuracy resoft46%,78%, 89%,87% and 79% for 5,
10,25,50and 100 tweets dataset respectivélge advantagef this work is that itremoves

the confusion that the Naive Bayes Clissis aweak moel as compared to Support Vector
Machine.However, the fact that this work was done on small groups of datagetssi out

to be its limitation as works done on bigger datasets produces more accurate Itdsasts.
provided an underanhding about fundbning and performance of Naive Bayes Classifier
algorithm whilechoosingdifferent amount of dataset for this esrch.Most workdone on
sentiment analysis have been mainly focussing on documents or datasetEnigtgh
language. Thefore the advantag of the work done bySarka2018)is that it resolvedhe
limitation of no work ora different language-ere,the author hasisedcombined supervised
and unsupervised techniques to determine sentiment sdmyes Bengali langage.
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Multinomial Naive Bayes and Character n gram approach together have been implemented.
In order to remove noisy data, tlbharacters from every tweet have been tokenized using
character n gram approag¥hich are then used in multingah Naive Bayes Chsifier for
classifying the tweetdt is observed that multinomial naiBayeswith character n gram
possesdetter accuracygs compared to multinomial nanBayeswith word n gram.Less
training data and wrongly labelled parts of tlegadwas limitatiorof this work which can be

work upon to improve performance of the moddiis work provided understanding to deal
with tweets written in different languages on BREXI&nd in-depth functioning of
Multinomial Naive Bayes Classifier algdrin. Permatasaret al. 018) proposeda new
approach in which just Bag of words were not used in feature selection. Apart from it, they
used ensemble features which included bag of words lesticonbasedfeatures, twitkr
specific featurestextual features and part of speech featurerder to implement the model

first extraction of ensemble features was done fi@mingand test data after which features
results were then fed into Naive Bayes Classifier Model wthieh labelled theweets in
Positive and Negative classes. In resuisiobserved that Naive Bayes Model witag of

words feature performed well as compared to Naive Bayes Model emsiembleeatures.

The advantage of this work was that it has remdfiednisconceptiorhfat ensemble feature
always performs wellHowever,the only limitation of this work is that the author tested the
model only on movie reviews, therefore, on different datasets ensemble features with Naive
Bayes Classifier algorithm mayerform better thabag of words features with Naive Bayes
Classifieralgorithm. This work has provided knowledge pertainingotgy of wordseatures
usedfor sentiment analysi$n Matharasi(2017) author has conductedrdganent analysis on
twitter data using Naive Bayes Classifedgorithm with unigram approach. Before using
Naive Bayes classifidirstly, the dataset was cleaned then Keve Bayes Classifier model

was first trained and then the stability of the outputestel by using coss validation,
holdout method, k fold cross validation and leave one out validation methodthese
methods training dataset was divided into trainintpsiets and validation datasets which
were then used to evaluate performancethef algorithm. Later Naive Bayes classifier
algorithm was used to calculate the sentiment scores which were classified in positive,
negative and neutral categories. The clasgsgferformed reasonably well but had some errors

in output which turned oubtbe the limitation bthis work. The major advantage of this work

is that it deals with Naive Bayes Classifier algorithm on categorical Taitawork hasalso
helped in undetandingdifferent validation methods. Moreovéhe implementation of Naive
Bayes Classifier algotiim is understood witlanother approach.

2.5 A Review onTextBlob Approach Algorithm for Sentiment
Classification

One of the pythonds | ibrary which wuses API
Natural language processing is caleiTextBlob. A commmwo chalenge for work based on
sentiment analysis are miss spelled words. This problem is addssbthushree, Adarsh

and Kumar(2017) Here, authors have compard@&xtBlob and SentiWordNet approach.
Firstly, the dataset was ppeocessed by removing stowords and unrequed data which

could result added computational cost in performance of models. It was followed by aspect
selection and based on it sentence extraction was done. Both the models were then used to
calculate sentimentgparity and categor& the reviews in g@sitive, negative and neutral
categories. This work just focussed on sentiment analysis of miss spelled words in English
language. The advantage of this work was that it performed sentiment analysis on miss
spelled wads in English languge. However, limétion of this work is that it was unable to
perform sentiment analysis on miss spelled words in other language using TextBlob.
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Moreover, this work has helped in depth understanding regarding implementation of
TextBlob approach for resedncproject. Maniraj(2018, also carried out research work to
perform sentiment analysis on twitter tweet:
proess of fetching tweets using twitter streaming APl has been used. liawddl by
cleaning thdweets dataset in pqgrocessing stage. The authors have then performed feature
extraction which is then followed by training the Naive Bayes model. Afterweladssifier is

used for classifying tweets in positive, negative and akuatasses. The majdimitation of

this work is that it is unable to test sentiment score for slangs and short words in the form of
abbreviations used in a text message. This viak also provided understanding of using
pythono6s t ekhe pepmdessihgi obtheatéxgl data is of very importance in
sentiment analysis as it reduces the size of textual data which is given as input to the model.
Various steps are followed while ppeocessing the textual data. The variousgmecessing

taks peformed for cleaning tdwal data are determination of boundary of sentences,
removal of stop words from natural language, stemming and tokenization. Tokenization
involves splitting a sentence into tokens of each word belonging to the respectiveaente
Janani et ali2016 carried out work on certain tokenization tools including TextBlob in order

to test the performance of selected tokenization tools. In the results it is observed that
TextBlob performed significantly well in ordeto tokenize and eal the tokenized words.
Advantage of this work is that it compared various good tokenization tools and it
distinguished TextBlob from them. However, it was unable to read tokenized special
characters which turned out as its limitatidmis work has helpeth understanding major
limitation of TextBloh.

2.6 A Review onPythonG RegularExpression REGEX/RE) Library

Stolee(2016, concentrated mainly on regex, which is also called as regular expression, it is
reflection of specific words sezh which helps in iddification of text through recognition of

patterns in place of exact strings. REGEX library is commonly utilized foingatextual

data belonging to general | a nngoduéegBven théughg e x  a |
regex is onsidered as versatiid powerful library it could be difficult to understand, this is

oneof its limitations.According toSpishak, Dietl andErnst(2012, The major advantage of
pythonés regular expression | idsitaasypowerfal t hat
ability to fetch meaningful information from given sentence. Regular expression is applicable

in preprocessing the data, MJL injection, generation of test cases and intrusion detection

in networks etc According to Ganesh(2012) and Yeole (2011), The major advantage of

regular expression library is that it has fast processing speed in terms of code execution, and

it has very compressed code whiekuces efforts of writing long codes for fpecessing.

All these works have helpe i n understanding pythonés regu
processing of dataset. Advantage fast processing and compresses coding.

2.7 A Review onSentiment Classificationon Public Opinions About
BREXIT.

So far there has been aryefew researcheslonerelated tosentiment analysis based on
BREXIT.

LansdaltWelfare, Dzogang and Cristianif{016) in their work carried out sentiment
analysis on BREXIT by collecting data from twitter. They have categgrihe tweets in
positive, negative and neutral categories using LARS algorithm. This work was based on
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comparing the public mood swing before affid@aBREXIT until early 20171t could have
beenmore informative if the authors would hasensideredh wider aspect into their atysis

|l i ke possible i mpact of BREAflVamtage of thitworktise d Ki
that it has givera fair idea alout variation in mood swing in public sentiments before and
after BREXIT Moreover, this work has provided case studybasedundersanding on
BREXIT. European Union initiated a venture under the nam&SiX (Social sentiments
financial indexes)McDermott (2016 usednatural language processitm determingoublic
sentments onBREXIT by categorizing tb retrieved tweets into positive, negative and
neutral sentiments and assigning sentiment scores to ffeenmajor advantage of using
SSIX platform was thait was ableto detectand understand text of other European
languagesHowever, this work had cerin limitations such thait was unable to retrieve
location, age and gender gap bias associated to tweeter users. Mofdusevprk has
provided understanding of application mdtural language processing for sentiment analysis
on BREXIT. In Khatua (2016, the authors &ve collected over 2.7 million tweets before
BREXIT referendum to carry out sentiment analysigeets were categorized in positive,
negative and neutral categoriéierarchical clusteng analysis (HCA) was &sl to calculate
sentiment scores. In the results they were successful to predict outcome of the referendum.
The advantage of this research was that apart from public sentiments it was alsdiablle to
out the topics people wereatking about like possiblenpact of BREXIT on UK and USA
relation. Thdimitation of this work is that author did not researched on a broader scale using
geographical location of twitter user fiod out what are the sentiments pe@le living in
busines-friendly countries of UK This work has also provided knowledge abscile at
which sentiment analysis can broaden the research for topics like BREXIT.

2.8 Identified Limitations in Previous Work & Based on Sentiment
Classfication on BREXIT

After a thorogh literature survey on sément analysis of BREXIT, it is observed

that there has not been much work donghis topic. There have been few researches

on BREXIT andall of themwere conductedn year 2016as discussed in literature
review. However, those researchegre mainlyfocussing on analysing public mood
swing based on sentiments before and after BREXIT referentluene was just one
research which focused on finding out trending topics related to BREXIT being
discussed on social medplatform like twitter.So far, therehas not been any work
done on analysing the public sentiments based on locations and finding out public
sentimentsand insights frommajor trading partners countries of United Kingdom.
This problem is unique as it wihssist United Kingdomral Irish govenmentto
formulate their business and foreign policies based on insights obtained from analysis.
Also, so far there has not been any research done on sentiment classification
comparing performance of Naive Bayes Gfemsmodel with TextBlobapproach.
Therefore, loth these problems are unique.

2.9 Conclusion
Based on identified limitations, it is required to conduct sentiment classification using
Napve Bayes Classifier algori thhsmm and Pyt h
techniques can be compdr The results will provide guidance to practitioners as well
as scholars in order to make choice of a technique for a given problem.
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Evaluation
Data Mining
"“""

Selection

‘ Preprocessing ] I

Patterns
. -,
W‘l Transformed

Preprocessed Data Data

Target Date

Fig 2. KnowledgeDiscoveryand Data Mining

As articulated byGoebel (2014), this projectusesmodified KDD (Knowledge discovery and
data mining) methodologyAs depicted inFig 1, the methodologyexplains theprocessand
theKDD concept usetbr sentiment analysis on BREXIT data obtained from twitter.

il
1

= =

Dataset Preparation- During this phase dataset has been collected and prepared for
research.

Data Pre-Processing: In this phasedifferent natural languagerocessing NLP)
techniqus have been used to cledataset. This step is very important in order to
prepare dataset foiext steps.

Data Transformation: - in this phase the pre processtadaset has been transformed
in a format suitable to implement data mining technigques.

Data Mining: - this phase is used to implement data mining models.

Interpretation/ Evaluation:-During ths phase interpretation of patterns using
visualizationsis done.Also, performance of implemented model is tested using data
mining concepts.

Knowledge:- Using visualizations and model evaluation resuttsowledge about
dataset and model performance hestgained.
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4  Design Specification

Fig 2: Project Work flow

This section explains theorkflow of the research project using NaiBayes Classifier
al gorithm an &lobRpptoach. nMTives separate tatasets have been used for
training and testingNaive Bayes Classifigviodel. Also, for implementatio purpose python
3.0 has been use@iheworkflow for this researcks illustrated in fig 2.

1 Creation of datasetsing Twitter streaming API.

1 Usednatural language processiegnsisting pthonds regular expression librario
clean the dataset and count vectorization to edriata in small pieces of tokens.
Conducedsentiment analysis.
Firstly, sentiment analysisasconducted using Naive Bayes Classifier algorithm
In the next step sentimentaysiswasincorporated usingRyhondés Text bl ob
Finally, results containg insights from retrieved dataset were visualized using
business intelligence tool Tableau
After implementation performances of both approaches were compared

= = =4 =4 -9
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5 Implementation

5.1 Data Preparation
In order toprepare dataset for this researatofwing data sources have been used.

5.1.1 Twitter
For fetching tweets data from twittdnitially, an API request was made to twitter which

was later approved. Afterwardss explained byhah et a] (2018)pyt honds t weepy
which is specifically developed for retrieving tweets data from twitter is used along with
twitter streaming APBnd authenticatiokeys (Consumer_key, consumer token kegceess

tokenandaccess token secregprovidedby twitter.

For authentication ppose, theTweepy library usesthe OAuthHandler function for
verification of authentication keyOnce, authentication request is approved it starts fetching
the tweets.

Python Tweepy Library:-

import tweepy,pandas as pd
import sys

import jsonpickle

import os,random

auth = tweepy.AppAuthHandler( 'xOCDelyewVjVLvgqUhVPOFnisD', 'sd6YM3RScVg8qz9yGOPIGmMZBuPNG195Z4bLj\
api = tweepy.API(auth, wait_on_rate_ limit=True,wait on_rate limit notify=True)
if (not api):

print ("Can't Authenticate")
sys.exit(-1)

Fig 3: Pythoné Tweepy Library

Fig 3 shows use of pythdns t wWiwaeyptoyretrieve tweets from twitteShah et al.
(2018 explained the use of tweepy library in his work. Once API strategy sked; a
tweepyclass instance is sent back to the requester. It includes informatiobas to us by
twitter which was later usadithin our application.

Tweets based on BREXIT were fetched by different user account by using.
tweets = api.home_timeline()
for tweet in tweets:

print(tweet.text)

The tweepy functiomser_timeline() was used to fetch recent tweets of users by using.
tweets = api.user_timeline()

for tweet in tweets:
print(tweet.text)

12



PandasLibraray: -
Pandass a pythoribrary used for analyzing data through manipulation. Tibiary was
used to provide final shape to the collected tweets dataset.

data = pd.DataFrame([twts,places,dates,likes,retweets],
index=[ 'tweets', 'place’,'date’, 'likes', 'retweets'])

Fig 4. Pythond s P d.ibrdra s

The pandads | i br ar gollestedtweatssneadiata framef As shovwn ina | |
figure 4.

5.1.2 UkTradeinfo.com

UKTradelnfo.comis an operdata source. It is used to retriegtatasetshowcasinghe
United Ki n g d o mdaesonafylstdtistics in terms of net contribution to GDP by major
trading patners of UK.The collected dataset comprised of figures explaining net imports,
exports and contritiiton to UK economy ih GBP) by respctive countries.

5.2 Data Pre-Processing

The raw dataset retrieved from twitter is cleaned inpileprocessingtage using natural
language processing concepts as statedebpkul et al(2018) and Sata (2015) In order to
calculate sentiment scores, it is essential to clean the dataset such that machine easily
understands the text. Cleaning dataset using natural language processing involves a science.
The detailed gfps used while prprocessig the ditaset is as depicted in fig 3.

5.2.1 Use ofNatural language processifythoRd wS3dzf | NJ 9QELINB A & A 2

As explained § Goyvaerts(2006) py t h o n & ®£xpressian RE) dibrary has been
used to remove unnecessaryad@bmtext messages of tweet.

data[ 'text'|[:2].apply(lanbda x: re.sub('(§[" J+[#[" J+[\\n|http(" ]J*|["\Ww ])',"} ;x.lower())).values

array(|" aww thats a bumer you shoulda got david carr of third day to do it d',
'is upset that he cant update his facebook by texting it and might cry as a result school today also blah'],
dtype=object)

Fig 5. Data Preprocessing using Regular Expression Library

Figh, depicts preprocessing of a tweet using regular expression libratye T
unnecessary data removed fromeetsinvolved.

1 URLS: A lot of users use differentbyer | i nk url 6s i n their
such urlswas necessary as they did not contribute towards calculation of
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sentiment score. Also, such urls brings in data redundancy which adds
additional computational processing burden.

1 Removal of usernamesintwit t er user names stohnots wit
usei n senti ment anal ysi s. Therefor e, s u
removed.

1 Removal of special charactersThere are various special characters being
used by twitters users which needed to be cleaneghdke dataset easily
readable by the nehine. Tk special characters removed were Stop(.),
inverted commas(fA 0) , excl amati on ma
commas(,).

1 Removal of hastagsMany users twitter express their topic of discussion with
#(eg- #BREXIT, #ENGVsAUS. T h e s e of gt @e imaqalculating
senti ment scores. Therefore, hash O0#60

1 White Spaces:Many users on twitter leave unnecessary white spaces which
were removed while cleaning.

5.2.2 Count Vectoder

The process oprocessingtextual déa into numerical forms called as count
vectorization. It is a type of encodingcomes in the last stage jofe-processing
1 Depending on the size of vocabulary, different vectors are created.
1 Whenaspecificwat i s detected i nistssignedva® c ab ul
a cour for that word.
1 Every time when a word repeats in a vocabulary, its count is increased by
1.
1 Zeros represent all those words which doesnot occur even once in
vocabulary.

Count Vectorizer hadso helped in performing tokenization.
1 Tokenization

One of the crucial steps performed as a part of natural language processing (NLP)
is tokenization. As stated b@arg (2015) in this stage each word of a textual
document is splied from sentence in the forms of tokeasd all the created
tokens collectively forms a feature set.
Sentences were tokenized into tokens of eaectd to form feature set.
Eg- Sentenceit hi s i s a sentenceo
Feature set after tokenizatief: 6t hi,s 66 a,006,i s6s ent ence 6

14



5.3 Sentiment Analysis

Once the dataset was pgueocessed, ni the next stage sentiment scores were

calcul ated by wusing Napve Bayes Claassi fi ¢
follows.

5.3.1 Naive Bayes Classifier Model

SENTIMET140
TRAIN

SENTIMENT SCORE
NAIVE BAYES Z>
MODEL VISUALIZATION

AND INSIGHTS

EST

TWEETS

Fig 6: NaiveBayes Classifier Model

The Naive BayesClassifer algorithm is aprobability-based machine learning
algorithm utilized for textanalysis its main concept followBayestheorem which

states that the ocuurence of a particular article within a class is randomto presnse of
othercomponents.

Mathematically Bayetheoremsays thaprobability of A given that B hasccurreds
given by

P(B|A)P(A
P(4|B) = HEAPA
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Training Naive Bayes Classifier Model

In order to train Naive Bayes Classifier Mo&entiment14@atase{Kaggle.com,
2019, has been used from open source data websitgl&agentiment140 is a
well-known dataset which comprises of tweetspicting reviews and opinions
regardingdifferent topics and products. It is comprised of over 1.6 million tweets.
This dataset has helped in calculating sentiment scores of its tweektshelped

in training the Naiv@ayes Classifier Model.

Initially, model was utilized to train on 15000 tvieeAfterwards, 50,000 tweets
were used to train the modé&bllowing numerical values were assigned to tweets
while calculating sentiment scores.

T 0 for ONegatisved polarity tweet
T 2 for ONeutral o polarity tweets.
T 4 for OPositived polarity tweets.

Testing Naive Bayes Classifier Model

TheNaive Bayes Classifier Model was tested on the collected dataset ohiflid8 tweets
as shown in fig

res_ = model NB.predict(our data.text)

NE_res = ["'POSITIVE' if(i==4) else 'NEGATIVE' for i in res_]

HB _res[:5]
C» ["POSITIVE', 'POSITIVE', 'NEGATIVE', 'POSITIVE', 'NEGATIVE')]
[ ] res
» array([4, 4, 0, ..., 0, 4, 4])

Fig 7: Testing Naives Bayes Classifier Model

The sklearn library fom python is used to implement Naive Bayes Classifatainin order

to label collected tweets datasety t hon 6 s pr éab beern usednde, prediction o n
was completed then neyvlabelled dataset along with sentiment scores of respective tweets
were available.

5.3.2 TextBlob for Sentiment Analysis

One of t HiwaryRoyptobessrddissis called TextBldlne functioning of
TextBlob library is as shown in &) Once data was clead it was passed through
TextBlob library in order to generate siement scores.
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def analyze sentiment(self, tweet):
analysis = TextBlob(self.clean tweet((tweet))

if analysis.sentiment.polarity > 0=
return 1

elif analwvysis.sentiment.polarity == 0=
return 0

else:
returmn —1

Fig 8: TextBlob Approach
This approach classifies polarity of textual datgpasitive, neutral and negative

categories wiltdbh do'hé, 6s0edn t a nikeetadbtwestciso r e s
calculated as shown in fig

17



5.4 Visualizations

Oncesentiment scores of the tweets were calculafabtleau is used as the business
intelligence tool in order to build graphs and interactive dashboards showcasing
trends and patterndnsightsobtainedpertaining to the collected tweets data is as
follows.

TWEETS TIMELINE DAY WISE TOP 3 DAYS(TWEETS RECORDED)

MNumber of Records

A e 40,
10K Panarama: Britain's Brexit Crisis will be broadcast on Thursday af 21.00 BST. 4
20 Consenvalive Party leadsrship contender Jeremy Huntinid BBC Radin 4's Today
programme tha he fack the EL) "never believed thaf no deal was a credible threat”
W "one of our mistakes in the fast bwo years”.
o420 413 338 348 248 432 661 15 .

Time Time

77,049

77,0480

Thousands of profesters have aken to the streets of entral London in
march against Brexit and Conservative Party leadership hopeful Boris
Johnson,

40,161

Number of Records

31,184

Fig 9: Most number of recorded tweets

Figure 9 depictsvisualizations built from collecting tweets betweer" uly 2019 to 23
July 2019. It is observed that there is ad@rdsurge in the number of tweets 18" and 20"
July 2019. As shown inidure, on 18 July 2019 the conservative party minister of
parliament Mr. Jeremy Hunt it show on BBC radio in order to clear general rumours
about BREXIT among public and expiad the positive side oit. BBC News (2019
However, on 20thJuly 2019,0 n L o n d o mdres ttars thousansl tpeoplearried outa
rally to show theimprotestagainstBREXIT in order to put forward their opinion before the
newly appointed Prime Minister of England Mr. Boris Johns®&BC News (2019
Therefore, it is interesting to find out what impact does th@eesvents had on sentiment of
people belonging to important countries for United Kingdom.
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SENTIMENT OF RECORDS RECORDED ON A PARTICULAR DAY

Time

Number of Records

JFig

Fig10: Most number of recorded tweets

Figure 10 demonstrates the category wise sentiments ofthall tweets received on the
respective days. The tweets were categorized into Positive, Negative and Neutral classes.
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Dashboard 1

TOP 3 DAYS(TWEETS
RECORDED)

Day of Time Sentiment Type
B AGAINST BREX..
BoK AL [ NEUTRAL
Ml WITH BREXIT

B

Sentiment T
60K vee
AGAINST BRE..
NEUTRAL
a0K WITH BREXIT

Number of Records

20K

0K

July 18, July 19, July 20,
2015 2018 2015

SENTIMENT OF RECORDS RECORDED ON A PARTICULAR DAY

Time

80K

BOK

of Records

40K

Number

20K

0K

Fig 11 Dashboard for Cross Checking Data Accuracy

The figurell depicts a dashboard which was created tdy#re accuracy of cleaned tweets

dataset used for analysis. It consists of tim&ed graphs;the first graph depicts the top 3

days for which twets have been gathere¥hereas, second graph has been built to showcase
tweets count based on sentimentetym repective days for duration of £Quly to 23 July

2019.When statistics for 20July 2019 were selected then corresponding respectivestwee

count based on sentimentpe Positive =ANith Brexit§ Neutral, Negative =0Against
Brexit) were refected ont he graph &ésenti ments of records
Therefore, for cross verifying the number of tweets gathered &nJaly ard count of

sentiment type of the tweets we can just add up the tweet count for sentiment type and then

chek whethe the total number comes equal to count of the tweets obtainedbduB0
20109.

Total Count of Tweets in a day = Count of (With Brexit + Neutral + Against Brexit)
Tweets

Therefore, Total Count of Tweets gathered on 20July 2019= 18,449 +22,768 + 35,832.

Total Count of tweets gathered on 20 July 2019= 77,049
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As, above calculation matches with total number of tweets obtained"oduB02019. It is
evident that the cleaned tweets dataset is free of redundancy

Dashboard 2
. Country (copy)
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The dashboar® built in figurel2depi cts United Kingdolmds eco
graphs ued in dashboard have been built using the data obtained from Uktradeinfo.com. the

first grapi{  Scatterplot)in the dashboard represents top 10 countries contributing in
United Kingdomés ( UK) Wheeasntlemgcond grapto(Bar plat)assn  GB
showcasing Imports and Exports trade (in billion GBP) of UK with respective courfies

countres contribubn in UK economy has been calculatbdsed ondifference in total

Exports {n billion GBP) and Imports (in billion GBP) between UK and respectiventees.

Therefore, a countries positive contribution in UK economy is determined 8indirthe
differencebetween its total export and import with UK. As, depicted in the dashboard 1,
overall contribution of AuvhenrAssiraliaas selattedurK 6 s e ¢
the scatter plot depicting difference in total trade and tralde e correspondingxports and

imports figures are illustrated in dashboard

Australia’s trade statistics with United Kingdom(For years 2015 and 2019)
Country
3,092,701,860
2,163,974,849
2,099,557,279
378,302,285
Figl3 Australiabs trade statistics with U

Fig 13illustrates Austrai a6s trade statistics with United
referendum. This visualization has been prepared from the data retricoad fr

UKt radeinfo. com. It IS observed t hat Austr
skyrocketed since year 2013 herefore, it is now evident that Australia is one of the
extremdy important countries for UK and it is very important for UK governmerkriow
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what the impact of the events wagld on 18 July 2019 and 20July 2019 on Australian
public.
Dashboard3

Fig 14: Location and Count of Tweetshased onDay and Time.

The dashboar8 shown in figl4 wasbuilt using retrieved tweets. Washbuilt for illustrating

the different regions of the world from which tweets have bgatheredfor the duration
between 16' July 2019 to 23 July 2019.The geographical world map depicts the locations
from which tweets have been fetched and the counttaf tmmber of tweets obtained is
illustrated in line graph on day basis and on area graph on hourly basis fatagathis

interesting to see thafustraliais also among the locations from where tweets have been
retrieved for 13days duration.
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