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A comprehensive study to predict the short-term air quality with the help of 

multiple deep learning models in Guangzhou city: China  

            

          Virender Singh 

      X17150671  

  

Abstract 

Air pollution is recognised as a worldwide risk to humans.  Large cities in China particularly 

have experienced a marked degradation in air quality so residents are at particular risk. Prediction 

of the immediate future air quality is important as accurate warnings could assist residents and 

industries take measures to reduce exposure to and production of pollution when meteorological 

conditions are expected to increase the impact of pollutants.  The research aims to establish 

whether patterns in the historic data can assist identify sets of occurrences that might combine to 

negatively impact air quality. The focus of this research is on levels of the principal pollutant, 

particulate matters 2.5 (pm2.5).  These particles are particularly dangerous because of their tiny 

size, with a diameter of 2.5 microns or less these are the most significant cause of air quality 

related deaths. This research tested the following prediction methods; Convolutional Neural 

Networks (CNN), Gated Current Units (GRU), Multilayer perceptron (MLP) and Long-Short 

Term Memory (LSTM).  A performance comparison completed with the historically executed 

Machine Learning (ML) models using the CRISP-DM methodology demonstrated that the 

methodologies can successfully predict the concentration level of pm2.5 and the correlation with 

meteorological factors that leads to air quality degradation. 

 Keywords: air pollution, LSTM, GRU, CNN, MLP, pm2.5  

1. Introduction: 

Urban air pollution is an influencer on health. This research focuses firstly on executing 

prediction models for short term predictions of pollution levels to help avoid further harm to the 

already choking city: Guangzhou (Yang, 2018) and secondly, to identify the model that produces 

the most accurate results.   

The city has experienced elevated levels of air pollutants over the last decade, including 

concentrations of pm2.5. PM2.5 is highly associated with respiratory ailments and lung cancer. 

Poor air quality has prompted industries to move to ‘eco-friendly’ production.   However, many 

companies have yet to contribute.  This research seeks to help in the prospect of more accurate 

predictions of the immediate future air quality predictions to enable businesses reduce their 

polluting activities when poor air quality is expected. Excessive numbers of associated deaths 

due to low air quality prompted Lary, Lary, & Sattler (2015) to use ML to forecast the pm2.5 

concentrations. Consequently, to improve the health of people, proper information-oriented 

research has begun to increase life expectancy.  A research conducted by (Hao, Wang, Shen, Li, 

& Hu, 2007) focused on the highest degraders of air quality i.e. cement and ceramic factories, 
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thermal power plants and steel plants.  Any improved predictions that could be available to these 

industries could have a significant impact.   

 

 

1.1 Research Questions   

RQ: “How can we upgrade the short-term air quality predictions for the city of Guangzhou by 

improving the models to predict the future concentrations of the significant pollutant pm2.5 

combined with relevant meteorological data using the deep learning algorithms of LSTM, GRU, 

CNN and MLP?”  

1.1.1 Sub Question 

Sub RQ: “At what extent, the various meteorological variables (wind speed, temperature, 

humidity and pressure) are correlated to each other and with the dependent variable pm2.5?”  

1.2 Research Objectives  

The research objectives of this exercise are:  

Objective 1. A critique review of literature on prediction of air pollution.  

Objective 2. To discover the correlation between dependent factors, particularly meteorological 

components and   concentration level of pm2.5 that reduce air quality   

Objective 3. Proposed Implementation, Evaluation and Outcome of the MLP, CNN, GRU and 

LSTM.  

Objective 4. A brief comparison of all the implemented deep learning algorithms.  

  

2. Literature Review   

2.1. Introduction to Literature   

Air quality is critical to human survival and is depreciating in many cities across the globe.  

Predicting the level and speed of that depreciation has been and is challenging. A better 

understanding of the data and improved predictions will help planners and scientists improve the 

outcomes for all.  There is the opportunity to use various predictive methods and modelling to 

have a better knowledge on how air quality degrading over time and the potential impact of 

other reasons man-made or natural.  

Much of the research up to now has focused on time series-based predictive models to help 

inform how air quality may decline.  Additionally, the impact of industrial pollutants has been a 

target of research and many would advocate curtailing industrial output by individual producers. 

However, enough scaling back of production is not yet an option for many of these businesses in 
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the context of their financial goals and their long-term survival.    For many, a progressive move 

towards sustainable development would be a more acceptable approach.    

Whilst this time series-based forecasting modelling has been beneficial in better perception and 

predicting when future air quality changes might occur, any improvement in such predictions 

could add significant value. In relation to the predicting time-based dependencies, there were 

several developments have been done recently, by utilizing Neural Networks that includes RNN, 

ANN and CNN.      

This segment provides a review of the research to date and the methodologies used to improve 

air quality prediction, initially with a quick representation of how Neural Networks work and 

presenting a comparison of the models.   

2.2. Examining pm2.5    

It has been estimated that the effects of poor air quality on respiratory health is responsible of 6.5 

million deaths globally per annum (Priddle, 2016). Air quality is reduced by the presence of tiny 

particles in the air known as particulate matters (PM).   Particulate matters can be present in air 

in different sized particles but, of all the major air pollutant particles, those known as particulate 

matters 2.5 (pm2.5), i.e. particles smaller than 2.5 micrometres in diameter are the most toxic.    

As far back as 2004, Castanas & Kampa identified that the pm2.5 air pollutants are more life 

threating to any other particle that present in the air. The researcher Castanas determined that the 

human body has a better ability to filter out larger particles, whereas pm2.5, because of their tiny 

size, can enter the lungs causing respiratory illness and premature death.   

Therefore, in the fight against air pollution, research into pm2.5 concentrations and predicting 

the future concentrations is important to estimate future air quality and, ultimately, to save lives.  

2.3. Critique Review of Existing Methods and Techniques  

2.3.1. Convolutional Neural Networks (CNN)    

According to a study conducted by( Huang & Kuo, 2018) where the utilization of  CNN was 

suggested to predict the air quality research 

The experiment was able to come up with the two betterment. 

1. The analysis had a big impact on the CNN resulting from inclusion of 

LSTM. 

 2. the research centered around on the highest producers or air pollution 

in the city and also put attention on the important details  
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An experiment done by Chiou-Jye Huang, established that the 

contribution to urban air quality degradation by the major sources of 

pollution are:  

•  vehicle emissions   22%  

•  coal combustion   17%  

•  industrial discharge  16%  

•  other sources    25%, e.g. pollution cried in the air from other 

countries   

In effect, this implies that over 55% of the contributors to pollution could be controlled to 

reduce or nullify the harmful impact by interventions such as reduction, treatment or 

elimination.  

Unfortunately, because of presence of large numbers of different patterns, it  may creates an 

overfit problem. To address this issue, (Xie, Wang, Wei, Wang, & Tian, 2016) suggested the 

use of regularization method.    

In its conclusion, this experiment states that for forecasting of pm2.5 concentration level, 

Convolutional Neutral Networks are best option. however, its accuracy is negatively impacted 

because of some vital deficiencies. CNN could be a best option to challenge the pollution 

problem only when it gets the strength to overcome the deficiencies.  

2.3.2. Artificial Neural Networks (ANN) and Fuzzy Logic   

 Mishra and his other teammates implemented a totally different methodology, i.e. the utilization 

of Artificial Neural Networks NN and also Fuzzy Logic for predicting the air quality in New 

Delhi, India (Mishra, Goyal, & Upadhyay 2015).  This research used industrial emissions data 

exclusively from the geographic state of Delhi. Their research was based on two highly 

measured geographical districts and highly busy locations, ITO (which is called the hub of 

industrial manufacturing in Delhi) and the second one was Indira Gandhi International (IGI) 

Airport.  Reading are routinely taken at both these locations.  These two districts are 

geographically well dispersed at two almost opposite poles of Delhi, making these two data sets 

sufficiently diverse to make them significant.    

Their approach took a 3-year data set of daily pm2.5 measurements taken at each location and 

they have utilized the ANN because it performs outstanding in pattern classification resulting in 

a self-training model (Gardner & Dorling, 1999). In this same study, neuro-fuzzy logic was 

another interesting approach adapted (Mishra et al., 2015). The data was collectively combined 

deriving a fuzzy relationship before analysis in neural networks.  The advantage was that if a 

certain pattern match was present causing a physical polluting haze in a determined time frame, 

it wasn’t required for an exact pattern match to recur to predict a future haze occurring.  Instead, 

a fuzzy algorithm was used to help predict likely recurrences based on near match concentrations 
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and to predict near future (next few days) occurrences considering any pre-emptive actions taken 

designed to reduce pm2.5 concentrations.  

 

2.3.3. Recurrent Neural Networks (RNN)  

Recurrent Neural Networks has been utilized in different regions i.e. modelling of language, 

image recognition and captioning. In most of the events, it is used to transform the data that is 

related to time that operates in time-based way. RNN always consider time and sequences for the 

temporal dimensions. (Athira, Geetha, Vinayakumar, & Soman, 2018). It is used to identify the 

different types patterns for example text, different spoken words, numerical times data that 

comes from the stock markets and huge government companies. RNN also applied to different 

types of images, so that can further decompose into patches and sequences. According to a 

research conducted by (Tsai, Zeng, & Chang, 2018) it performs well in dealing with the 

dependencies that occurring from a long time which makes RNN more reliable to use in the 

research related to time series. As the time intervals increase, the reliability of RNN decreases.  

2.3.4. Time Series Analysis  

According to the Research done by (Shen, 2012), states that in some big Chinese towns where  

the levels of airborne pm2.5 exceeds safe levels on over 50 days per year. If it were possible to 

accurately predict the individual days that safe levels were expected to be exceeded the 

population could take precautions to avoid or reduce inhalation of these toxic particles. Jaiming 

considered using different attributes as determinants;  

1. values prediction, where the prediction is made based on the level of pm2.5 

concentration in the air  

2. hidden factor prediction, and following trend prediction, that focuses mainly on a 

forecasting algorithm for attributes that are indirectly obtained by the information.  

Forecasting of timeseries is established and well understood as a predictive methodology 

especially in the earlier stages of pm2.5 research.  However, changes in the number and 

predictability of influencing factors, has served to reduce the accuracy.  A significant example of 

this is that of unseen variables for example, unpredicted increase in industries., whilst this is 

categorised as a forecasted event its stretch is not known, and this undermines the resulting 

predictions.  

2.3.5. Long Short-Term Memory (LSTM)  

LSTM was created to overcome the problems of RNN in relation to memory-based 

dependencies. The problem with RNN was getting slow down and make entire process for the 

machine complicated which made LSTM more demanding. LSTM is very easy to execute as 

compared to other machine learning or deep learning algorithms.  The dependencies issues in 

RNN can be resolved by using Long Short-term Memory network. A study conducted by (Li et 

al., 2017) shows that LSTM works as upgraded version of RNN in regard to dependencies. 

LSTM works as processor as it has the ability to perform read and write operation and remove 
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information from the data. Any comparison to old data inputs could significantly compromise 

the results as the sources of pollution and the severity of impact change rapidly 

2.3.6. Multi-Source Data   

A key determinant of the quality of any research is the number of methodologies deployed in 

conducting the research, i.e. research that uses all possible methods will add greater value to the 

outcome over research that does not. Such a technique was utilized by (Ni, Huang, & Du, 2017), 

where the focus entrusts on basic analysis for pm2.5 concentration dependent on data from 

disparate sources. The intention is to gather data from the maximum number of sources and to 

obtain a comprehensive prediction of air quality. The research gathered all the required air 

quality data from the air quality measurements available on the Internet using published air 

quality measures, data feeds and Internet blogs utilizing some simple web scrapping algorithms.  

The gathered data was written to a database and the pm2.5 particles calculated.  And remaining 

factors were then evaluated separately before all the data was run through multivariate statistical 

analysis and a few approaches of neural networks.   

2.3.7. Gated Recurrent Units (GRU)   

 According to (Dey & Salem,2017), Gated recurrent unit (GRU) is an upgraded version of RNN 

because it has the ability to solve the problem of vanishing gradient. Unlike Long Short-term 

Memory network, GRU has update gate and reset gate. One of the good things of the GRU is 

that it can be trained to hold the information regardless of how old the data is without even 

eradicating the information which is useless for the prediction. By utilizing the both reset and 

update gate, it can filter out the information as well as it can store the data for a long time. If 

GRU are trained in well manner so they can come up with the better results in complicated 

scenarios. 

2.4 Examining the issues and drawbacks  

A short comparison of all the existing method and techniques that has discussed in the literature 

review has been done. All the advantages and disadvantages are discussed properly. A 

comparison table has been attached in the appendix. 

3. Research Methodology and Design Specifications  

3.1.  Introduction:  

For the successful execution of this research analysis, we have divided our methodology section 

into two parts. First part is our Business Model i.e. CRISP-DM because according to business 

requirements, we can modify it (Brockwell and Davis; 2016). The second part includes the 

design architecture that has focused on the important components in the research. To get the best 

results from our dataset, we focused on obtaining a full understanding of the entire process from 

the very start and to present in a matter that would facilitate reproducing it using comparable 

data. 
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3.2. CRISP-DM   

  

 
  

Figure 1: CRISP-DM 

CRISP-DM has four levels of breakdown and follows the hierarchical process. (Ncr et al. (2000).  

When all the prerequisites are set for improving the prediction of air quality degradation in 

Guangzhou city, it was established there was significant potential to increase the life expectancy 

and wellbeing of people in the region. In the second phase, the challenge is to discover, after 

careful research, which variables are necessary to get the best outcome. This phase does not only 

reduce the complexity but also reduced the size of the data and consequently, decreasing the 

processing time.  After the completion of this research, the data was further processed to edit the 

data to make it more suited to our research objectives and prepare the interface by removing all 

the null and missing values which are problematic for the analysis.    

This process comes after an thoroughly assessment that centered around forecasting the pm2.5 

concentration for various time intervals dependent on the information collected between 2010 to 

2014. This would enable an evaluation to approve the accuracy of the prediction models and 

determine which model’s performance is best.  

3.3. Design Architecture    

The design architecture is divided into two layers. The first layer is the Tier 1 layer, known as 

Presentation layer and the Tier 2 layer is known as Logical layer.  
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The logical layer is called the backbone of the entire architecture as it placed all the critical 

aspects of the research in one place.  Firstly, the air quality data has been considered from the 

file for the research to be performed and then initiated for the feature selection and data pre-

processing. Afterwards, it leads to Exploratory Data Analysis (EDA) in the Tier 1 layer and the 

other forecasting algorithms that will predict the air pollutant concentration in the Tier 2 layer.  

After obtaining the results, the presentation layer has been used to visualise the predicted value 

against the actual values.   Also, Tableau has been used to perform EDA at the presentation 

layer. The presentation layer has a direct connectivity with the logical layer that allows all 

logical and modelling permutations to be implemented.  

 

4. Proposed Implementation and Evaluation   

4.1. Dataset Description:  

The dataset for this exploration has been extracted from the Kaggle where the data was given for 

the five big cities of China including Guangzhou.  The time period of the dataset is from 1st 

January 2010 to 31st December 2015. In this dataset, the data is updated on an hourly basis and 

includes meteorological data such as temperature and humidity. The important attributes of the 

dataset are year, month, day, hour, pm2.5, temp, humi (humidity), pres (pressure), precipitation 

and lws  

(cumulative wind speed), dewp, (dew point). The dependent variable is pm2.5 that contains the 

pm2.5 concentration level information and the rest of the attributes are used as independent 

  

    

Figure 2: Design archit e cture       
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variables which also portrays a  crucial role in predicting the air quality in Guangzhou city. The 

below figure has shown the variable view of the dataset before any transformation has been 

applied.  

  

 

Figure 3: Variable View of the Dataset 

4.2.  Data Pre-processing:  

Data pre-processing is a vital initial step in any machine learning research activity where the use 

of data is mandatory. To make our data accessible for the research, pre-processing is needed..  .   

pre-processing is always required when we use neural networks because they use many different 

layers in their execution. Initially, the data must be made more efficient for the machine learning 

models by removing the unwanted columns. The objective here is to make the process simple by 

decreasing the processing time and also to lessen the number of attributes. To produce the 

correlation, we have combined the three attributes and make it one by utilizing the datetime 

function. As the below figure shows the combination of time with other variables like year, date 

and month. 

  

 

Figure 4: Dataset After pre-processing 
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4.3. Feature Selection   

 After the successful pre-processing of data, next step is to prepare the data for feature 

selection.To concentrate on practicality, feature selection was implemented manually, the 

research concentrates on air pollution prediction with the help of several meteorological 

attributes with dependent variable pm2.5. To achieve this and for finding the dependency on 

each variable with pm2.5, a heatmap graph has presented shows the correlation with all other 

attributes that have used in the analysis.  

 The below diagram shows the remaining factors after the less important ones have been 

removed manually and process of selecting features completed.  

 

Figure 5: Heatmap showing correlation   

This figure clearly attests that the attributes which are close to value 0 and 1 are having a high 

correlation with the dependent variables and remaining attributes which are not equal to both 

these values are having a less correlation. So, machine learning and deep learning models can 

reasonably be implemented in pursuit of improving air pollutants concentration prediction.  

4.4. Outliers Checking   

Next, to assist in identifying the outliers present in the dataset because with outlier present in the 

dataset can lead to many errors. Consequently, that can bring down the accuracy of the 

implemented models. 

The following diagrams in figures 6 and 7 shows that some outliers are present,in the dataset.   
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Figure 6:  Box plot for PM2.5 concentration                                 Figure 7: Overall distribution of PM2.5    

4.5. Linearity distribution Analysis:  

In order to identify whether the data is overly consistent a check of linearity is performed. This is 

required because inconsistency in data in not good and can create different type of data problems 

like underfit or overfitting. The data distribution of pm2.5 is depicted in figures 8 and 9.  When 

the data is considered in its entirety it can be considered that no linearity is present. The below 

figures show the distribution for year 2010 and for the month of January in 2010.   

 

Figure 8: Linearity analysis during 2010                    Figure 9: Linearity analysis for January,2010                     

   

4.6. Scaling of Data:  

In neural network models scaling cane be done by different methods. Normalizing the data is a 

crucial step that comes under pre-processing, but we have processed it separately to delete the 

ambiguity from the that we are using according to our requirements. We have divided our dataset 

into two sets. First the data for training our model comprises of 80% of the data and rest of the 

data used for the validate the accuracy.  
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Figure 10: Time series of scale training set                           Figure 11: Time series of scale validation  

   4.7. Libraries, Formulae and Software Used   

For the successful execution of this research Python has been used by launching Spyder (Python 

3.7) Notebook in Anaconda Navigator (Anaconda3).  Excel and Tableau has been used for the 

visualisation in the research because of their adaptability in finding the correlation in the dataset. 

Several Spyder Python (3.7) libraries has been used in this project such as seaborn, matplotlib, 

pandas, datetime, keras, os and sklearn.  

Min Absolute Error (MAE) calculations are used in the results evaluation because of the outliers 

present in the dataset used for this research and there is high risk of deviation and fluctuation in 

the outcomes which would be unacceptable (Cort & Kenji, 2005).    However, MAE provides 

precise results if there are outliers present in the dataset as contrasted to other squared deviations.  

  

        

Where   n denoted as number of errors,  

   |yj – y| denoted as the absolute error  

  

4.8. Implementation of deep learning algorithms  

4.8.1.  Convolutional Neural Networks  

Convolutional Neural Networks are advanced neural networks which are used to image 

classification, image clustering by utilising various attributes. CNN has the ability to extract 

features automatically. Before model training, the dataset is split into two sets, first set is to train 

the data and second set is to validate the data.  For training our model, neural networks are used 

on the train data and for the evaluation of the model, the validation set is used.   
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Also, to determine the number of epochs that we have used to train the model, Tensor flow 

backend and Keras Functional API has used. The below figure shows the involvement of all the 

required layers for implementation of CNN..   

 

Figure 12: CNN parameters output  

For adding zero in the starting and ending of all series, Zero padding layer has been used. This 

layer also ensures that, it does not make any difference in dimension of all the output sequences 

that occurred.  

 The Conv1 D layer has three arguments first one indicates the number of features, second 

argument determined the length of the convolution window and the last argument represents that 

number of places to shift to the window, called strides. Average pooling layer is used to generate 

the moving averages of three times unit on the rolling window. The flatten layer is used to 

reshape all the input and pass it to the output layer.  

4.8.2.  Long Short-term Memory  

LSTM represents an improvement over RNN in that it facilitates three gates to read write and 

update any data based on the needs utilising memory-based functionality.  As a result, LSTM is a 

good choice where memory-based operations are involved.  

The LSTM layers are defined for seven timesteps, here we are using two LSTM layers. The first 

LSTM returns the output from every seven timesteps in the form of a sequence which is passed 

to the second LSTM layer which returns output from the last step only.   There are sixty-four 

hidden neurons in each timestep in the first LSTM and therefore the sequence from the first 

LSTM presents sixty-four features.  
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Figure 13: LSTM  parameters output 

  

4.8.3.  Multilayer Perception  

 

 

  

Figure 14: MLP parameters output 

Multilayer pereptron uses supervised learning method, called back propagation. back 

propagation used for training purposes.  Each and every node present in the MLP used a non-

linear activation function because of this function presence and its multiple layer functionality 

makes it different from the linear perceptron. The activation determines the output of any 

particular node where a node has given with any inputs. Sometimes MLP are called as “Vanilla” 

neural networks. As there are three layers used in the figure. Only with input 7 and 16 are 

having no parameter values. The first layer has received as seven input and  
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The following layer at that point suggests another sixteen and thirty-two components which 

combines the past time and generated total 1073 parameters. 

4.8.4. Gated Recurrent Units  

Gated Recurrent Units are known for their gating mechanism and a better class of Recurrent 

Neural Networks. GRU acts as an intermediate checkpoint between the Recurrent Neural 

Networks and Long Short-term memory methods to check the operations for the issued 

experienced. 

As it cane be seen in the figure. The input layer with seven input generating zero number of 

parameters. The gru_1 and gru_2 are generating the 12672 and 9312 parameters respectively. In 

total 22017 number of parameters generated by the layers of Gated Recurrent Units. 

   

Figue 15: GRU parameters output 

  

4.9. Evaluation and Results of CNN, GRU, LSTM and MLP  

4.9.1.  Convolutional Neural Networks  
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                       Figure 16: Observed behavior of CNN  

 In the above diagram, the red line shows the actual behaviour and blue line shows the predicted 

by prediction models by utilising the processed data.  It may be observed, that it isn't 

fundamentally different in relation to the predicted one. As both the lines follow the same trend, 

but the predicted line is somewhere up at all points.   

The Minimum Absolute Error achieved by the CNN is 6.506.  

  

4.9.2. Long Short-term Memory 

 

         Figure 17: Observed behavior of LSTM  

In the above diagram, slight disparities in the forecasted behavior can be noticed. However, the 

general total remains unchanged when contrasted with the concentration of the actual behavior. 

The slight inconsistencies could be because of anomalies present in the data, they were not 

removed by the better version of LSTM.  

Hence, the Minimum Absolute Error calculation of LSTM is 6.1854. LSTM performance is 

better than the CNN.  
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4.9.3. Multi-Layer Perception  

   

                         Figure 18: Observed behavior graph of MLP  

The regularization strategy actualized is dropout, which suggests the decrease of data problems 

because of inconsequential unseen layers.   In the above figure, there are no big noticeable 

changes occurred and failed to perform better than LSTM and GRU  

The Minimum Absolute Error achieved by the Multilayer Perceptron is 6.2149. 

 

4.9.4. Gated Recurrent Units  

  

                      Figure 19: Observed behavior graph of GRU  
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In the starting, the model was performing well but the model slowly caught down. Hence 

performed equal as performed by LSTM.  

The MAE value achieved by the GRU is equal to the LSTM i.e. 6.185.  

5.  Results  

 The results have been computed of all the implemented deep learning algorithms and results 

achieved are shown in the figure 19. 

 

 

       Figure 19: Comparison of models used     

 

 6.  Discussion 

Having executed the models one can assess the results. A universally accepted measure of the 

accuracy of a prediction model is by reference to the Mean Absolute Error (MAE).  Figure 19 is 

a graphical representation of the MAE results for the models tested. The MAE of the models 

range from 6.185 (best) and 6.5069 (worst), however, the MAE of GRU and LSTM are very 

close at 6.185 and 6.1854 respectively.    

With its MAE of 6.1854 CNN was the least accurate, a possible explanation for its poor 

performance might be that it requires a large amount of data due to the large number of 

parameters.  

Of the remaining models MLP is shown to be the next least successful of all the models.   This is 

likely because it is not memory based, this is despite the fact it will have performed better in the 

hidden layers.   The models that performed best were GRU and LSTM.  Both these models 

effectively address a problem inherent in deep learning networks propagated with gradient based 

methods, that of the ‘vanishing or exploding gradients’   These models use gating mechanisms to 

control the flow of long- and short-term dependencies.    

  

6 
6.05 

6.1 
6.15 

6.2 
6.25 

6.3 
6.35 

6.4 
6.45 

6.5 
6.55 

CNN MLP LSTM GRU 

6.506 

6.2149 
6.1854 6.185 

MAE 



19  

  

LSTM provide the ability to update the data based on the specific research requirements and they 

further provide the option to remove any outliers if that is desired. Further they provide the 

ability to update the data feed to meet the project objectives.    

In the research output GRU performed best whilst LSTM came a very close second.   This can be 

attributed to the gated mechanisms deployed to improve the quality of predictions.    Given this it 

is reasonable to deduce that, having compared the models implemented in this research project, 

Question 1 of the research has been answered:  GRU and LSTM have shown to improve the 

quality of predictions and further, of those two models, GRU has been show to perform better in 

terms of MAE and it also offers a performance advantage.   

7. Conclusion and Future work  

Having analysed the research output it is reasonable to conclude the research objectives have 

been achieved in that the predictions of future air quality can be improved and the best model 

for this is GRU followed closely by LSTM.  This will benefit the occupants of cities that suffer 

from reduced air quality brought about by high concentrations of pm2.5; better accuracy 

provides residents with the option to take increased precautions when air quantity is expected to 

be low and provide businesses and regulators with the option to enforce reduced PM2.5 

generating activity when airbourne pm2.5 quantities are expected to be high..   

  

A furtherer conclusion is that the results for the Neural Networks models tested the relative 

performance of each is as broadly as would have been theoretically expected and that GRU and 

LSTM performed best. However, it should be noted that due to the time available to complete 

the research the data samples used for learning were relatively small and as a consequence the 

finding are robust for analysis over shorter durations but it is likely that this will lessen as the 

duration are extended.   

  

Future research to build on these findings could be tested by further amending the models 

deployed to attempt better results.  Up-sampling could be used to assist training.  Further the 

hyper parameters of the research could be adjusted using LSTM and GRO and review the 

impact.   

  

In this context further research into improving the prediction of PM2.5 concentration in the air 

has the potential to increase the accuracy of such predictions and offers the prospect of better 

future prediction of air quality for the residents, politicians and regulators in areas likely to be 

impacted.   
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