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Abstract 
 

Can Predictive Analytics enable greater Employee Engagement? And in doing so, 

Empower the HR Function to be recognised more as a Strategic Partner, than an 

administrative function? 

 

Christina Mycroft 

This research is an attempt to investigate whether predictive analytics, can enable 

increased employee engagement. This study looks at a number of sub-objectives; 

exploring the idea of using trigger points of disengagement to detect potential 

retention issues in key staff. It also looks at whether using this type of analysis could 

enable the creation of a more strategic HR workforce. A survey was used as part of a 

quantitative approach to gather as much data as possible, in order to gain a deeper 

understanding of the topic while ensuring the anonymity of the participants involved. 

Furthermore, the data was uploaded into SPSS to identify key results worthy of further 

analysis. The participants chosen for the study were the populations of four separate 

organisations covering the Financial, Healthcare, Transport and Fintech sectors. Four 

organisations were selected to ensure more than one viewpoint or culture was 

obtained. The author was able to collect one hundred and eighty-four responses to the 

survey. Following the investigation, it emerged that predictive analytics could be used 

to identify trigger points of disengagement, but further analysis is required. As part of 

the investigation there were certain aspects the researcher expected to see, however 

this analysis has also allowed for greater insight into the chosen topic.    

 

Key words: HR Analytics, Predictive Analytics, HR Skillset and Employee Engagement / 

Disengagement  
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Chapter One: Introduction 
 

This investigation attempts to identify trigger points of disengagement through the use 

of a survey. The benefit of collecting this data, is so that it can be used in conjunction 

with predictive analytics software, to identify when key talent is thinking of leaving an 

organisation. The outcome, HR would be able to make more informed business 

decisions based on data and hard facts, resulting in a more strategic HR workforce. The 

survey will also be used to determine how employees feel about introducing such a 

concept. There are four companies that the author has chosen to analyse as part of 

the survey. One organisation is a large financial corporation, the second is a tech start 

up, the third company is based in the hospitality sector, and the fourth is a large 

transport company. All four organisations have their headquarters in Ireland, so the 

analysis that takes place will not be on global scale, they also do not currently operate 

any type of predictive analysis. The author chose to conduct the analysis on four 

organisations to ensure that more than one viewpoint, culture, value, and beliefs were 

taken into consideration during the investigation. The names of all four companies who 

agreed to participate will not be mentioned as part of the confidentiality agreements 

in place.  

1.1 Context 
 

The context of this research is to gather as much rich data as possible to confirm or 

reject the following hypothesis: Can Predictive Analytics enable greater Employee 

Engagement? And in doing so, Empower the HR Function to be recognised more as a 

Strategic Partner, than an administrative function? Evans and Chun (2012) argue that 

as HR seeks to advance its strategic stance, that clearly defined metrics will help create 

a viable HR structure and assist in outlining the pathway HR should take towards this 

transformation.  

This report will specifically deal with the perceived advantages of using a predictive 

model to enable greater employee engagement within the organisation. It will also 

look at whether the current HR workforce is qualified to interpret and understand said 

data, begging the question, are HR collecting the right data? Ittmann (2015) argues 

that companies using analytics, like predictive analytics, are taking the lead in their 

fields, thus increasing their competitive advantage. He goes on to say how people will 
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respond when presented with facts, and how they will make rational decisions when 

presented with the right data.  

1.2 Potential significance 
 

In today’s world of expansions, and new frontiers in technology, the old way of doing 

things is becoming outdated, and new ways of thinking are emerging. New ways of 

ensuring HR collect the ‘right’ data, analyse, and interpret it, for the benefit of the 

organisation. Companies such as Facebook, and LinkedIn, are researching the idea of 

using analytics to predict when someone is thinking of leaving their organisation, 

potentially allowing them to put counter measures in place (Janjic and Warga, 2017). 

This is ground-breaking material which can show how HR could add value to an 

organisation, not only strengthening their strategic position, but showing they can 

move forward in the modern age. In Janjic and Warga (2017) article, Facebook outlines 

that if they were to introduce a predictive attrition model, and identify points of 

attrition, that it could be off-putting for the employee in question. However, they do 

say that their overall objective is to one day, use this type of analysis, to improve 

engagement, and the overall employee experience in their organisation. 

 

1.3 Purpose of this research 
 

The purpose of this research is to see if HR Analytics, particularly ‘Predictive Analytics’ 

can add strategic value to Human Resource departments, and whether the current HR 

workforce are qualified enough when it comes to identifying, collecting, analysing, and 

interpreting the data required. CIPD (2017) argue, that HR analytics can be both 

strategic and operational in nature. That if handled correctly, it could enable 

companies to clearly, and coherently, justify workforce decisions using data. CIPD 

(2017) goes on to say, that even though this is a growing trend, that the capabilities of 

HR, when it comes to carrying out this type of analysis, is low and should be reviewed 

as a new HR skill.  

1.4 Hypothesis (Quantitative - Deductive) or Themes (Qualitative - Inductive) 
 

This dissertation will use quantitative analysis to review the data collected. This will be 

actioned using a software package called Statistical Package for the Social Sciences 

(SPSS). 
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Chapter Two: Literature review 
 

“For predictive analytics, we need an infrastructure that’s much more responsive to 

human-scale interactivity: What’s happening today that may influence what happens 

tomorrow? A lot of iteration needs to occur on a continual basis for the system to get 

smart, for the machine to “learn” — explore the data, visualize it, build a model, ask a 

question, an answer comes back, bring in other data, and repeat the process. The more 

real-time and granular we can get, the more responsive, and more competitive, we can 

be”.  

Peter Levine, VC and General Partner at Andreessen Horowitz  

Andreessen Horowitz (2015) 

2.1 Introduction 
 

The research area chosen for analysis is business intelligence, business analytics is seen 

as a subset of this. According to Ittmann (2015), business analytics can be broken down 

under three different headings: descriptive analytics, predictive analytics and 

prescriptive analytics. Descriptive analytics tells us what has already happened, or 

what is currently happening. Predictive analytics focuses on what might happen in the 

future, based on data from the past, it follows the understanding that if you know what 

is going to happen it will enable you to prepare for it. One use for this type of analysis 

is that it will help an organisation in the retention of key talent. Finally, prescriptive 

analytics, suggests the actions one should take, based on predictive data. What makes 

this method stand out from other Human Resources (HR) analysis, is that it is free from 

human biases. All the methods outlined above, can have an effect in some form or 

another, on the approach in which HR operates as a function.  

Out of the above three topics the researcher has chosen to delve further into the area 

of ‘predictive analytics’. Their motivation is to investigate the hypothesis that 

predictive analytics can enable greater employee engagement, and in doing so, 

empower the HR function to be recognised more as a strategic partner, than an 

administrative function. The author hopes to show through quantitative analysis, that 

this could be achieved through the detection of trigger points of disengagement in an 

employee’s lifecycle. The areas that will be covered as part of this analysis are HR 

Analytics, delving further into predictive analytics, the current skillset of today’s HR 

workforce, and finally employee engagement / disengagement.  
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In the authors opinion this topic is of great importance to the current HR workforce. 

HR has been around for a long time in one form or another, but with technology 

growing and evolving as fast as it is today, the author believes that HR must embrace 

technology to increase its strategic stance at the top table. Technology is changing all 

facets in which people conduct their lives, not just at work. These changes can be seen 

in how fast people can communicate with one another on a global level, right down to 

more flexible working arrangements / conditions at work.  

Because of technology’s increased impact in people’s lives, legislation like General Data 

Protection Regulation (GDPR) is finally bringing into light the overwhelming amount of 

data HR currently holds on their staff, forcing them to look at what data they should 

maintain, and what data should be removed. This would be a perfect time to review 

the data being held from an analytics point of view, to redesign one’s systems and 

processes for the better. This way, HR can ensure that the data they are receiving / 

maintaining is not only the right data, but it also can enable better analysis, such as 

predictive analysis, within the HR function. This idea of the right data was noted by Lal 

(2015), where he describes how moving from a transactional way of working to one of 

business analytics starts with identifying the correct data required to achieve the HR 

department’s vision. This will hopefully lead HR towards a more strategic foothold, and 

create a means of competitive advantage.  

2.2 HR Analytics 
 

Business analytics subjects, such as predictive analytics, is the new terminology 

currently making the rounds. Many books, journals, blogs, etc, on HR analytics exist, it 

is hard to miss the topic. Most companies are trying to add these methods of analysis 

to their agenda, to become more competitive in their markets, research has shown 

that “some of the earliest, most successful firms used analytics as an enabler to 

support new business strategies” (Watson, 2015, p. 34). Data Analytics methods can 

be used by multiple departments within the business for various reasons depending 

on their needs / requirements, however, the author would like to look at this topic 

solely from a HR perspective.  

When one discusses the topic of analytics within the business, specifically HR analytics, 

they describe it as a way of making better decisions for the people within an 

organisation, using more of an ‘evidence-based approach’ (Marler and Boudreau, 

2017). The issue here is many companies do not see their current HR workforce as 
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ready to use such proactive concepts as predictive analytics. Unfortunately, most HR 

strategies focus solely on their administrative functions such as recruiting / onboarding 

new staff, training, and retaining them, instead of any activities that could increase 

their strategic stance (Phillips and Phillips, 2014). This inevitably means HR is relegated 

to maintaining employee data instead of taking a step back, analysing the data, and 

making better / more informed business decisions.  

The researcher finds it peculiar that one of the most important assets to any 

organisation is its personnel, so why are HR not investing more time and effort into 

finding new ways of retaining their high performers. This coincides with what King 

(2016) said on how attrition is one of the ways in which HR analytics can be applied, 

his justification was that most of the data required to conduct this type of analysis is 

already held within HR.  

As previously stated, business analytics can be broken down under three different 

headings: descriptive analytics, predictive analytics and prescriptive analytics. The true 

value when it comes to analysing data lies within predictive and prescriptive analytics, 

what will happen and what we should do about it. More and more organisations are 

seeing how valuable these types of data analysis can be, “as companies and industries 

transform to take advantage of technological innovations” (Tschakert, Kokina, 

Kozlowski and Vasarhelyi, 2016, p. 61).  

2.3 Predictive Analytics 
 

As the author stated earlier, the focus of this study will be based on the topic of 

predictive analytics and trigger points of disengagement. Predictive analytics can be 

described as the concept of looking towards the future. This concept takes into 

consideration, the environment, existing processes, and workforce planning, to predict 

future trends through strategic, and operational factors (Evans and Chun, 2012). 

Halladay (2013) goes on further to say how predictive analytics analyses past, 

economic, and even unstructured data to enable one to make better, more accurate 

predictions, by exploiting patterns in ones’ data. He also mentions how HR can identify 

not only risks, but opportunities as well. Using predictive analytics would enable better 

decision making and more importantly, strategic decision making for all parties 

concerned.  



6 
 

Regrettably, as the author stated earlier, when it comes to HR, the current perception 

is that it is one of a reactive nature rather than a proactive one, focusing primarily on 

measurement of past performance. To suddenly change this method of data collection 

and analysis will create many challenges for organisations, not just HR.  

As the author mentioned, King (2016) noted how analytics can be used to look at ‘why’ 

people stay with an organisation, it considers what employees’ value most, and then 

uses this data to ensure retention of one’s staff. Taking this one step further, predictive 

analytics can attempt to, “anticipate employees’ preferences and future behaviors and 

tailor HR practices to help them hold on to their valuable talent” (Harris, Craig and 

Light, 2011, p. 8). This would be a huge step forward towards creating a more strategic 

HR department. The author will investigate further the topic of why employees chose 

to stay with an organisation later.  

In a recent article by Heidrick & Struggles a panel was held with three ‘data-driven’ 

leaders in HR. These leaders belonged to some of the biggest names in storing and 

holding data across the globe. Their companies were Salesforce, LinkedIn and 

Facebook. Ross Sparkman, who is head of strategic workforce planning at Facebook, 

outlined how predictive analytics is not currently being utilised by many HR functions. 

That to take the next step, i.e. predictive analytics, organisations would need to 

execute ‘machine learning models’. By doing this, Facebook hopes to become 

incredibly accurate in their predictions. Sparkman goes on to say how this level of 

accuracy could frighten people enough that they feel their privacy is being affected 

(Janjic and Warga, 2017).    

An example of a company that embraced the idea of predictive analytics was 

Convergys, “a company that manages billing, payroll, benefits and pensions for 

businesses in 40 countries” (Harris et al., 2011, p. 8). Convergys had close to 35,000 

employees working for them, but the company’s turnover rate was becoming a cause 

for concern, leading to a requirement to recruit 50,000 new staff in 1999. To reduce 

their high levels of attrition, Convergys turned to a form of analytics called ‘conjoint 

analysis’. This technique can help organisations, when used correctly, to determine 

how their employees’ value different benefit packages. When developing a benefit 

package, ones’ organisation should understand that not all employees want the same 

things, some employees have dependents, family commitments etc. and others do not 

(Harris et al., 2011). Once this information is gathered one could then use predictive 
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analytics to customise the best package to offer, especially when it comes to attracting 

new talent. Benefits are another topic the author will touch on later.  

2.4 HR Skillset  
 

As the researcher stated earlier, today’s HR workforce needs to become more strategic 

using predictive forms of analytics. HR Analytics can be defined as a process in which 

one can demonstrate, how people within the organisation, can have a direct impact on 

significant business outcomes (Marler and Boudreau, 2017). However, using these 

methods of analysis is only one step towards making HR a strategic function, another 

is to create an effective HR strategy. Only by having an effective HR strategy in place 

can an organisation hope to improve the quality of their people management 

arrangements.  

O’Riordan (2017) references how the HR strategy sets out the way a company wants 

to run and deliver their HR policies and practices. Her view is that the HR strategy must 

link in with the overall business strategy. This will ensure the organisation meets its 

underlying objectives, as well as creates competitive advantage. Levenson and Fink 

(2017) concur with O’Riordan (2017), they believe that grasping the benefits of talent 

analytics, to enable strategic HR decisions, can lead to improved business success. The 

reason being this type of analysis is still a rarity, so to the select few who can use this 

type of analytics, it is a source of competitive advantage. 

When it comes to O’Riordan’s (2017) findings, Taneja, Sewell and Odom (2015) have 

also come to the same conclusion and cite that the best method of achieving 

competitive advantage, is to focus on the business strategy. Both state that if an 

organisation hopes to motivate their employees enough to create competitive 

advantage, that they should go that one step further and create an employee 

engagement strategy. This is something the author will be looking at in the employee 

engagement / disengagement section.  

 

Developing these different strategies is great in principle, but in practice it could be a 

different story. HR has a big part to play in this, they need to change how they operate 

as well as how they affect those around them. In the end the HR strategy is vital, but 

only if it evolves and transforms with any changes in the external environment (Phillips 

and Phillips, 2014). For any strategy, to be taken seriously by top management it 

cannot remain stagnant, it must change and adapt, to the needs of the organisation. 
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However, as the author previously mentioned, most HR strategies remain focused on 

HR’s administrative capabilities, with regards talent acquisition and development, 

relegating HR back to its administrative rather than strategic functions.  

One of these strategies could look at moving from a reactive state to a proactive one 

with the use of HR analytics. Using concepts such as predictive analytics can allow HR 

departments to move into a stronger and more strategic position in their respective 

organisations.  

 

Analytics are all about facts and figures, HR can sometimes be run on intuition, years 

of experience, and gut feelings. Analytics hope to remove that human element, 

including any unconscious bias that may exist when it comes to business decisions, as 

stated by (Ittmann, 2015). These types of analysis can show physical evidence as to 

why a perspective employee was selected for a role above another, hopefully giving 

HR a better, stronger, strategic stance among the organisation.  

 

Marler and Boudreau (2017), argue the only way to successfully bring in different 

methods of HR analytics is to ensure buy in, and investment from the organisation. 

They must have the necessary culture in place to transition smoothly into a new way 

of thinking, as well as the technological infrastructure required to enable this type of 

analysis. It is also key that organisations recognise the value and changes that 

predictive analytics will bring.   

 

As Lal (2015) pointed out, moving into a business analytics model starts with identifying 

the correct data required to achieve the HR department’s vision. Chaturvedi (2016) 

agrees with Lal, as he mentions how imperative it is that companies start managing 

their data, so they can analyse it and come to a decision with regards any problems 

they may be facing, in the hope of devising an appropriate strategy. This data can be 

found in various forms of softcopy and hardcopy throughout the organisation. Many 

companies have various forms of data storage and systems which may not necessarily 

speak to one another, Lal (2015) points out how this segregated data is essential in 

creating relevant and actionable insights. Bringing all this data together can help to 

create one source of true data for an organisation, making it easier to analyse and 

maintain.  

There is one important question that the author has not yet addressed for predictive 

analytics to work. Assuming one has achieved buy in from senior management, all the 
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systems and data required have been identified and are in place, the remaining issue 

is whether the current HR workforce have the necessary skills required to gather, 

analyse, and interpret the data. King (2016) feels that HR simply lack the understanding 

required to implement analytical approaches. He also mentions that any type of 

analytics expert will rarely understand what HR is either. In agreement with King 

(2016), Harris et al., (2011) stated that companies should be focusing on building their 

companies analytical capabilities, that because of HR’s lack of understanding and 

expertise in data analysis, HR systems rarely do what the department need them to 

do. This is just another reason as to why HR needs to change and evolve with advances 

in technology and data analysis.  

Aside from having the necessary skills to become a more strategic function, a HR 

department must have credibility, that if they were to go ahead and introduce any new 

system or way of working / analysing data, that they would have the knowledge and 

understanding to conduct a pilot programme first. It would be detrimental to any HR 

department if one of their new initiatives were to be released, only for something to 

go wrong. CIPD (2017) go on to say that piloting a programme is only the beginning, 

that one must assess its impact on the business, and how this assessment can be 

helpful in gathering data that demonstrates the importance of introducing a new 

initiative, like predictive analytics. 

2.5 Employee Engagement / Disengagement 
 

In this section the researcher deals with the topics of employee engagement and 

employee disengagement. As outlined in the author’s hypothesis, how would it change 

the environment in which employee’s work, if a HR department could predict, using 

predictive analytics, the moment an employee is thinking about leaving an 

organisation? What would it mean to an organisation if they could target and retain 

their key performers, and how would HR be perceived, if they could contribute to such 

strategic decisions. To truly understand what employee disengagement is, the 

researcher first needs to understand what employee engagement is and what makes 

an employee ‘engaged’ in the workplace.  

Many years ago, Kahn researched the area of employee engagement and concluded 

that when an employee aligns themselves completely to their position in the 

organisation, “the more they will be motivated toward achieving performance 

excellence” (Taneja et al., 2015, p. 47). He also cited that the more passionate an 
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employee is about the work they are doing, the more inspired and engaged they will 

become.  

The Institute for Employment Studies (IES) in Robinson, Perryman and Hayday (2004) 

article, agree with Taneja et al., (2015) findings. They believe engagement is all about 

the attitudes of the employees, and how they feel towards their organisation and its 

values. They also believe that when an employee is engaged, they are more mindful of 

the companies’ objectives, and as a result, they will work together with their colleagues 

solely for the benefit of their employer. Of course, the company itself must continually 

find ways in which to encourage and maintain these feelings of engagement, it cannot 

be a one-sided relationship where the employee is giving their all, with nothing in 

return (Robinson et al., 2004).  

Engagement through motivation of ones’ employees can be a great source of 

competitive advantage. It goes without saying that all employers wish to retain their 

top talent, to enable them to compete in their market. Using motivation as part of ones 

HR practices can only enable HR to create reliable reward packages and performance 

management practises. In doing so, they can help further increase the levels of 

motivation their employees feel in the workplace. Employees will perform to the best 

of their abilities, especially if they know they will be rewarded for it (Chin, Yean and 

Yahya, 2017). 

Another way in which employers can maintain their staff’s engagement levels, relates 

to how an employee interacts and forms meaningful relationships with their 

colleagues. Employers should wish to create an environment where employees feel 

connected to their work and care about the role in which they play. In the end, 

flexibility, change and improvement, play a key part in today’s employer, employee 

relationship (McLeod and Clarke, 2009).  

Maden-Eyiusta (2016) brings us back to Kahn’s theory of motivation, which stems from 

Hackman and Oldham's job characteristics model (JCM). As part of this model, five 

topics were identified in which an employee could be motivated. They were; 

individuality, variety in their roles, self-worth, autonomy, and feedback from ones’ 

direct line manager. 
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Figure 1: Hackman and Oldham's job characteristics model, Casey and Robbins 

(2009) 

 

Hackman and Oldham's model shows, that a respective employer, could show their 

gratitude to their employees by giving them more autonomy in their roles. Autonomy 

is the freedom, and the choice, to decide on how an employee operates in their role, 

by giving employees this option, an organisation can motivate their employees, 

towards achieving high levels of organisational performance (Park and Searcy, 2012). 

It can be very disheartening for any employee to feel like they are being micro-

managed by their direct line manager, ultimately this kind of behaviour can lead to 

lower levels of engagement. 

Many authors agree with Chin et al., (2017), that motivation should affect HR practices, 

and as such, they should work with the company to ensure employees become more 

fulfilled in their roles, thus achieving the companies’ objectives. A lack of motivation 

can become detrimental, as well as lead to low morale, meaning teams will not achieve 

their targets, affecting the organisations overall performance (Kuznetsova, Sinitsina, 

Gafurova, Pavluhina, Salyaeva and Puzankova, 2017). A great way to motivate 

employees are the benefits an organisation has to offer. Schnake (2016) investigated 

the area of benefits and as part of his research, he identified several different 

interpretations, of what constitutes a benefit. These interpretations are, legally 

required payments, benefits that are not required by law, items that have no cost to 

the employer, and finally items that the employee perceive to be a benefit. All the 

above aspects, not just the legally required payments, must be taken into 

consideration when designing an effective benefits package.  
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Providing an employee with constructive feedback can also motivate employees to 

progress further in their career, and in doing so enable them to achieve increased social 

standing, as well as better benefits (Young and Steelman, 2014). Rao (2014) also 

mentions how feedback enables an employee to recognise areas for improvement, as 

well as time to train, upskill etc, thus enabling them to perform better.  

 

Rao (2014) looked at the findings of a survey completed by the global giant, Towers 

Watson. Towers Watson had conducted a survey which covered the topic of feedback, 

their findings showed how 71% of a company’s top performers were more likely to stay 

in their organisation, under the condition that they received regular feedback. This 

percentage drops to 43% when regular feedback is taken away from the scenario. The 

main point to take away from this is, regular feedback is required to retain any 

organisations key performers, and managers who are required to give feedback, must 

be trained correctly to understand its benefits. In doing so, their employees will not 

only see its significance but be more appreciative of it.   

 

An important aspect to a person’s benefit package, as the author mentioned already, 

is flexibility. Flexibility is key to motivation of employees. Having more flexibility, in a 

benefit package, can give employees a choice when it comes to certain benefits that 

are of more value to them than others. This gives the employee an increased 

perception of fairness towards the benefit packages on offer (De, Vidal-Salazar and 

Cordon-Pozo, 2017). When it comes to fairness of benefits, Sparkman, in Janjic and 

Warga’s (2017) article, cite how they introduced a global four-month parental leave 

policy, for both men and women in their organisation. They based this decision on data 

they had gathered. This data would, through such a small change in policy, lead to 

increased employee engagement and cultural wellbeing (Janjic and Warga, 2017). 

What this all means is, an employee is more likely to join or stay within an organisation, 

if they feel that the benefits available have been tailored to their individual needs (De 

et al., 2017). 

When it comes to investigating the reasons why some employees choose to stay in one 

organisation over another, the data is still being collected. This is valuable research as 

authors have ample knowledge as to why employees leave an organisation, but very 

little knowledge as to what makes them stay (Radford and Chapman, 2015). In Radford 

and Chapman’s (2015, p. 61) article they state that, “lower intentions to leave do not 
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necessarily result in lower turnover, but higher intentions to stay significantly increase 

employee retention”. There seems to be a correlation between Radford and Chapmans 

findings and that of other authors, their fellow researchers Motlou, Singh and Karodia 

(2016) seem to agree that very little is known as to why someone stays within an 

organisation, as a result they feel that the topics of turnover and retention should 

continue to be investigated.  

When it comes to what little research has been conducted, it has been noted that 

employees are more likely to stay with an organisation if they feel that they have been 

involved in decision making processes, after all, everyone in an organisation likes to 

feel like they are valued and have some say in how the organisation progresses (Ghosh, 

Styawadi, Jagdamba and Shadman, 2013).  

So far, the literature has pointed out that when it comes to retaining key talent, 

flexibility of benefits, constructive feedback and having employees involved in decision 

making processes are important. There are so many other aspects that can contribute 

to an engaged and motivated workforce, companies can introduce better work-life 

balance for their employees, a corporate social responsibility policy, that helps the 

local environment, to constantly monitoring company policies to ensure equality and 

fairness in the workplace (Taneja et al., 2015). However, let us now look at what it is 

that truly makes an employee disengage from or even leave their employer. 

First, the researcher will start by explaining what a disengaged employee is. Aslam, 

Muqadas, Imran and Rahman, (2018, p. 151) define them as employees who are, “less 

interested in their jobs and tend to be less loyal and effective for their employer. In 

addition, they also tend to become less satisfied with their professional career and 

experience more job insecurity and stress”.  

As Aslam et al., (2018) noted, stress can be a big factor when it comes to employee 

disengagement. There are, of course, certain roles or even times of the year, that a 

certain level of stress is acceptable, but if it becomes constant then it can lead to all 

manner of health problems like emotional exhaustion and injury, which may result in 

an employee not being able to perform in their role (May, Gibson and Harter, 2004). If 

stress is left for too long without being resolved, it can lead to total burnout of an 

employee. Taris, Ybema and Van Beek (2017), cite that burnout can present itself in 

the form of exhaustion, a reduced feeling of achievement and a sense of detachment. 

If the stress becomes so bad an employee can end up requiring time off for stress leave, 
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leaving their colleagues to take on the responsibilities their void has created, this can 

lead to overworked employees as well as low morale (Taris et al., 2017). 

As the author noted earlier, most conditions that lead to employee disengagement can 

also lead to employee retention issues for an organisation. As it stands, five key 

principles have been identified as to why an employee will leave their company, they 

are quite similar to the research carried out as to what makes an employee disengaged. 

These five principles are; the employee does not mix with the current culture, they do 

not get on well with their colleagues, a lack of support from their direct line manager, 

they’re unhappy with their benefit packages and finally a lack of opportunities for 

growth (Ghosh et al., 2013).  

The principles Ghosh et al., (2013) identified are comparable to research being carried 

out by Aslam et al., (2018) under the heading of a negative working environment. 

Through their research they identified; inadequate benefit packages, disproportionate 

workloads, and a lack of development and career opportunities as the main reasons 

for employee disengagement. Any one of these can have a negative effect on an 

employee causing disengagement or retention issues, after all not all employee 

perceptions are the same.   

Employees can become disengaged or even leave their organisations due to lack of 

progression in their role, other researchers go as far to state that, “desirability of 

movement (i.e., job dissatisfaction) and ease of movement (i.e., availability of 

acceptable job alternatives) are the primary reasons why employees leave jobs” 

(Holtom, Goldberg, Allen and Clark, 2017, p.60). This research is vital when it comes to 

identifying triggers as to why an employee inevitably leaves their organisation.  

However, movement does not only mean a promotion. Other scholars denote 

movement as an increase in how a person’s work challenges them, or in the level of 

skills now required to do their role (Cicekli and Kabasakal, 2017). This means there are 

many different directions an organisation can take when it comes to movement in the 

workplace, that if an organisation creates a culture where opportunities, instead of just 

promotions, are possible, and widely known, then a company is more likely to engage 

and retain their key talent, than lose them to a competitor.   

A way to look at guaranteeing movement, whether it is a promotion or increased 

responsibility takes place, is to ensure it becomes an integral part of a organisations 

culture. How this happens is it becomes a part of the business strategy. The business 
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strategy outlines, in conjunction with the HR strategy, what objectives a company 

intends to tackle in the short and long term. An important part of this strategy should 

be the topic of succession planning, as the researcher has seen, this is one of the main 

causes identified when it comes to disengagement and attrition. In the end, succession 

planning is a way in which the future leaders of an organisation, can be created, guided 

and moulded to become a true representation of an organisations values and beliefs.  

Some of the ways in which succession plans can be carried out successfully are training, 

reward and recognition, and career-broadening programmes. With these 

opportunities in place an organisation can create a culture where employees feel they 

can grow from within. It also means their future leaders feel supported and 

encouraged, therefore creating a desire to remain in their company (Ballaro and Polk, 

2017).  

However, creating an environment where employees feel valued, and as a result 

engaged, lies with the current leadership team in place, especially the employee’s 

direct line manager. Having poor leadership, as noted earlier, is likely to have a 

detrimental effect. McLeod and Clarke (2009), cite that poor leadership can only lead 

to poorly run management practices, lack of support and disproportionate workloads, 

the biproduct of which is managers failing to engage their staff. McLeod and Clarke 

(2009), goes on to say that having a direct line manager with poor people skills, can be 

one of the main causes of a disengaged workforce.  

When creating an environment where employees feel like they belong, culture comes 

into play. Culture within an organisation is said to be created by, “a complex entity of 

values, beliefs, behaviour norms, meanings and practices shared by personnel within 

an establishment” (Al Saifi, 2015, p. 167). If an organisation possesses strong values 

and culture, this may produce a different bond between employee and employer, 

compared to using any other type of bonding approach. 

Most employers will have already established a set of beliefs and attitudes, which they 

will want portrayed to the outside world by their employees. The reasoning behind this 

is, an organisations’ employees represent how the company is viewed by the public, a 

bad review or testimonial by an employee, who does not feel part of the organisations 

culture, can be detrimental to attracting and retaining staff (Frendika, Sule, Kusman 

and Joeliaty, 2018) and (Mowday, 1998). 
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Employees are more likely to leave an organisation if they feel they do not have the 

support of their direct line manager. One way to address this is through embedding a 

sense of culture in employees and having internal programmes which encourage 

movement and progression. Culture, of course, should be led by the leaders in an 

organisation, not just by its senior leaders but also by its direct line managers 

(Robinson et al., 2004).  

Taneja et al., (2015) argue that only by having a proper succession plan in place, will 

these leaders, and direct line managers, hope to embody the culture a company is 

trying to create from within, leading to less turnover and disengagement. As with most 

companies, leaders must show they care about their employees, whether it is from 

providing feedback, to tailored benefits, or to simply having a say in the organisation, 

all employees want to know is that they are cared for and valued by the company they 

have chosen (Taneja et al., 2015).  

2.6 Conclusion  
 

The above section addressed some of the major themes the author identified from the 

research conducted. The areas covered included HR Analytics, delving further into 

predictive analytics, the current skillset of today’s HR workforce and finally employee 

engagement / disengagement. As with all research topics, more analysis is always 

required, but this would take much longer than the allotted timeframe for this research 

project. As the author identified, as part of their research, a deeper analysis needs to 

be carried out on why employees choose to remain in their companies. 

In conclusion, employee engagement is a strategic investment in an organisation and 

should be handled as such. Having employees within your organisation who are 

dedicated and motivated to helping ones’ company achieve success is a vital asset. The 

problem of course is how do organisations, specifically HR, even begin to measure this? 

How does one outline the connection between an employee / group of employees and 

organisational success? For a HR department to increase its credibility it needs to find 

a way to identify the gaps that exist in an organisation between what makes their 

employees engaged and what has resulted in employee disengagement and turnover. 

The author hypothesises that methods such as predictive analysis will help to identify 

and close these gaps, in the hopes of increasing employ engagement and retention. 
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Chapter Three: Research Question 
 

The hypothesis the author has put forward is, ‘Can Predictive Analytics enable greater 

Employee Engagement? And in doing so, Empower the HR Function to be recognised 

more as a Strategic Partner, than an administrative function?’  

A quantitative investigation into the strategic advantages of predictive analysis, within 

the area of employee engagement, and a deeper look as to whether the current HR 

workforce, are qualified enough to become a strategic force within their organisation.  

3.1 Research objectives or specific aims 
 

1. To explore through quantitative analysis, whether predictive analytics, can enable 

employers to retain key talent, through the detection of trigger points of 

disengagement.  

2. To investigate, whether the current HR workforce are qualified to analyse / understand 

such data, and whether the above method of analysis can add strategic value to the 

HR function. 

3. To review the appropriate literature, supporting documentation, and findings from the 

study to give a clear and concise report on the authors findings 
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Chapter Four: Methodology 
 

4.1 Introduction 
 

Now that the researcher has reviewed the appropriate literature surrounding the 

authors chosen topic, they can decide on the most suitable method required, to 

analyse, and interpret the data collected. Dawson (2009) cites, that when an author 

mentions their ‘research methodology’, they are speaking about the general principles 

that will guide them through their investigation, in other words, that it is the ‘approach’ 

an author has decided to take, while studying a topic.  

The final method chosen plays an important part in the research process, as it will 

either support, or reject, the author’s hypothesis (Quinlan, Babin, Carr, Griffin and 

Zikmund, 2015). The hypothesis for this project, as outlined in the literature review is, 

‘can predictive analytics enable greater Employee Engagement, and in doing so, 

empower the HR Function to be recognised more as a strategic partner, than an 

administrative function’. 

The areas covered in this section are; the population selected, how the data was 

gathered, how the data was analysed, the limitations of such a research project, as well 

as any ethical decisions that must be taken into consideration. The data collected will 

be presented in section five of this paper and discussed further in section six. The 

themes identified as part of the literature review; HR Analytics, Predictive Analytics, 

HR Skillset and Employee Engagement / Disengagement, will be maintained in all 

sections going forward.  

4.2 Population 
 

While investigating the appropriate sample size required to conduct the analysis, the 

author decided it was best to include as many participants as possible Zondi, Cassim 

and Karodia (2015), from four separate organisations, to be a part of the study. The 

author had originally looked at selecting specifically, the HR departments, but this 

would not have achieved the volume of information required to conduct a proper 

analysis (Magro, Prybutok and Ryan, 2015).  

The reason the author chose four organisations, was to ensure that more than one 

viewpoint or culture was taken into consideration, thus creating more diversity in the 

results received. It also enabled the researcher to look at possible trends that could be 
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developing across more than just one industry sector (Holland and Pyman, 2006). The 

four organisations, who will remain anonymous, cover the following sectors, Financial 

Services, Health, Fintech, and Transport.   

Greener (2008), cites the difficulties one can experience when gaining access to a 

population, fortunately the researcher did not experience this, as they had established 

strong contacts working in three of the four entities selected for participation, and the 

fourth company selected, was the researchers own organisation. When securing the 

agreements required to conduct their research, each of the author’s connections were 

able to obtain permission within a few days, due to their positions, as well as their 

lengths of service. During the initial negotiations, both internally and externally, the 

author did discuss sending across a copy of the final report, to all parties involved, but 

this did not become a condition of the final agreement. 

As part of the discussions that took place, it was agreed, that the author’s connections 

would issue the researchers email to all participants they had permission to contact. 

This would reduce the amount of data the author would require and ensure anonymity 

of the sample was maintained (Wallace and Sheldon, 2015). This method falls under 

the heading of convenience sampling, which is a type of non-probability sampling. 

What this means is, one takes participants for their study wherever they can find them 

(Chang-Hoan Cho and Khang, 2006) and (Victor and Hoole, 2017). Any outstanding 

questions the participants might have had, in relation to the project, as well as their 

confidentiality and anonymity, were outlined in the author’s email, which can be seen 

in Appendix One of this report.  

The next stage, after securing agreements and obtaining access, was to decide on what 

information the author would like to collect. Deciding on what questions should and 

should not be asked can have a significant effect on the results obtained. Davis (2005) 

cites the importance of demographic questions, when distinguishing one’s population, 

so as part of the design process, certain specific demographic information was 

requested.  

This level of detail would enable the researcher to delve even further into their final 

population, breaking down their results by gender, full time / part time, level of 

experience and whether they had a family. This question was very important, as the 

researcher would like to see if there was a correlation, between those who had a family 
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and what triggers made them stay or leave an organisation, to those who did not have 

a family (Al-Emadi, Schwabenland and Wei, 2015). 

Are you male, female, other? 

Do you work full time or part time? 

Are you single or in relationship? 

Do you have a family? 

Are you in a senior position, middle management or junior position? 

Table 1: Demographic Questions 

 

As soon as the questions had been finalised, the researcher decided to undertake a 

small pilot programme by sending out a link, to their contacts in each of the three 

organisations, and to a co-worker in the fourth. This way the researcher was able to 

not only test that the link worked, but to ensure that the layout was clear, and the 

questions were acceptable (Kalucy, Hordacre and Patterson, 2008) and (Laman, 2007). 

Other than a small mistake in one of the questions, where an answer had two duplicate 

words, the questions were ready to be distributed. The author will discuss in further 

detail the importance of a pilot programme and ethical questions later in this chapter. 

After completing a successful pilot programme, it was time to send out the final link to 

all four organisations. As outlined earlier, the researcher’s contacts would send out the 

finalised email and link to their populations. When sending out the link in the author’s 

own organisation, a discussion with their direct line manager, who works in HR, had 

already taken place. Precedent had been set by another employee within the 

company, who was also completing a thesis, so the author had been given the green 

light to proceed.  

By the time the author was ready to send out the communication internally, 

‘Workplace’ a product of Facebook, had been introduced, so the author was able to 

post a link1, instead of using an email, to a few pages they now had permission to 

access.  

During the time allotted to conduct their findings, the researcher was able to contact 

over three hundred people in their own organisation using Workplace. The author had 

been advised by their contacts in each of the three other organisations that forty in 

                                                           
1 The post that was issued on Workplace is outlined in Appendix Two. 
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the transport company, thirty in the Fintech and twenty in the health organisation had 

been issued the link to participate in the survey.  

By the time the closing date had passed, the researcher had obtained two hundred and 

six responses in total. Unfortunately, only one hundred and eighty-four of the 

responses collected were valid, as the remainder were not fully completed. As with all 

research, further analysis with a larger participant group would be required, but one 

hundred and eighty-four responses should be enough for an initial analysis to take 

place.   

The next topic to be discussed is how the data was gathered. Under this heading the 

author will cover in detail, the final method chosen, as well as the questions that were 

issued to all four organisations. 

4.3 How the data was gathered  
 

There are many aspects a researcher must consider when choosing the most 

appropriate method to collect their data. To investigate the author’s current 

hypothesis, a large volume of participants was required Zondi et al., (2015), from all 

levels, within an organisation. The researcher must also recognise the time constraints 

attributed to each method, when collecting such a sample, within such a short 

timeframe (Victor and Hoole, 2017).  

Taking all these aspects into consideration, the author decided the best option for this 

investigation was to conduct a survey. Some of the benefits of conducting a survey, 

based on the authors requirements are; they are easy to administer, they can be 

created in a short amount of time, they can be administered remotely (online, email, 

Facebook etc.), one can collect data from large groups of recipients in multiple 

locations and numerous questions can be asked which can lead to better data analysis 

(Kelley, Clark, Brown and Sitzia, 2003).  

Another benefit to using a survey, other than the ability to contact large volumes of 

participants remotely, was the opportunity for anonymity (Ward, Clark, Zabriskie and 

Morris, 2012). When an employee receives a survey where they know their name will 

not be assigned to it, they are more likely to be open and honest with their responses 

(Ward et al., 2012) and (Baez, 2002).  

There are other alternatives that the author could have selected. They could have 

conducted interviews; however, this method would not have enabled the ‘volume’ of 
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responses the author required. The survey also permitted all levels of employees to 

participate, as it only took, on average, six minutes to complete; while conducting an 

interview could have more of an effect on their populations’ busy schedules, or even 

their physical or emotional state Wallace et al., (2015), thus, reducing the number of 

willing and available participants.   

An anonymous survey, as with any other method, does have downsides. One of the 

key downsides is, if during analysis you found an answer that you would like to discuss 

further, you cannot, as following up with that individual would be impossible, as you 

do not know who they are (Saunders, Lewis and Thornhill, 2012).   

Another disadvantage relates to the actual data collected from your population. The 

candidates selected to participate may not give accurate responses to questions they 

are being asked. In other words, they might become disinterested completing the 

survey and their answers may not represent their true feelings. There are always going 

to be issues like, reliability and validity, when it comes to the quality of any method 

chosen (Bryman and Bell, 2011, p. 54). 

When creating the survey, the researcher used an online tool called ‘SurveyMonkey’. 

SurveyMonkey was chosen, as the brand was well known, and the companies selected, 

had the necessary IT access required, to open the link. While setting up the survey, all 

options available to ensure confidentiality and anonymity were selected, meaning that 

even if someone did see the raw data, they would not know who the organisations 

were, nor the participants who took part. 

The employees, who received the link, were advised from the beginning, that their 

participation was voluntary and that they could withdraw, at any time2. This is another 

way in which conducting a survey can be seen as more favourable / even inviting to a 

researcher’s participants, over the option of an interview (Wallace et al., 2015). If a 

participant is in an interview, then they are more likely to feel pressured into staying 

and answering questions, than to withdraw from the process as they no longer feel 

comfortable.  

A further benefit to using an online survey is the participants are required to input their 

data directly into SurveyMonkey themselves, meaning, the author does not have to 

take into consideration the time is takes, to transcribe their data during this stage of 

                                                           
2 Parameters of the survey, including the option to withdraw are outlined in Appendix One and Two. 
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the investigation. This also means that the researcher does not have to worry about 

their own personal biases coming into play, which could be the case when transcribing 

notes from an interview, or even hearing what a researcher wants to hear, when taking 

down notes (Visser, Van Biljon and Herselman, 2017).   

Normally surveys issued as part of a research project are ones that have already been 

established, however the author found it difficult to find an employee engagement 

survey, that not only pinpointed trigger points of disengagement, but could be linked 

back to the topics of HR skillset and predictive analytics. Any predictive analytics 

surveys the researcher did come across also could not be used, as they were either too 

complex, or delved too far into the topic for what the author needed. The author 

wished for simpler questions so that employees, who have never heard of the subject 

before, could understand them in plain English.  

In the end, based on the research the author had carried out during their literature 

review, the below questions were designed and issued, to each of the four 

organisations selected for participation. 

 

Section 1 - Tell me about yourself? 

1 
How long have you been with the 
company? 

less than 1 year 
1 to 3 years 
3 to 5 years 
5 to 10 years 
10 plus years 

2 Are you male, female, other? 
Male 
Female  
Other 

3 Do you work full time or part time? 
Full Time  
Part Time 

4 Are you single or in relationship? 
Single  
In a relationship 

5 Do you have a family? 
Yes 
No 

6 
Are you in a senior position, middle 
management or junior position? 

Senior Position 
Middle Management 
Junior Position 

7 
How many currently work in your 
HR department? 

1 to 5 
5 to 10 
10 plus  
I do not know 
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8 
Is there a reason you chose to 
stay with your organisation? 

Age  
Your colleagues / teammates 
Benefits Package 
Support from your Direct Line Manager 
Location 
Opportunities for progression 

Section 2 - Predictive Analytics 

9 
Have you ever heard of predictive 
analytics? 

Yes 
No 

10 

Predictive Analytics could one day 
enable your employer to predict 
when someone is thinking of leaving 
your organisation. What is your take 
on this? 

Interesting 
Creepy 
Didn't think this was possible 
A step too far in gathering data on 
employees 

Section 3 - Tell me about your HR department? 

11 
Do you know if your HR department 
have a HR Strategy? 

Yes 
No 
I don’t know 

12 
Were you involved in developing 
the HR Strategy? 

Yes 
No 

13 Do you have a HR system in place? 
Yes 
No 

14 
Do you feel your current HR system 
has the capability to enable 
predictive analytics? 

Yes 
No 

15 
Does your HR department use 
technology to assist them in their 
day to day roles? 

Yes 
No 

Section 4 - Tell me about your Company? 

16 
How would you describe the culture 
in your organisation? 

Friendly 
Creative 
Challenging 
Sharing of Ideas 
Fast paced 

17 
Do you feel like you have enough 
opportunities for growth? Why? 

Yes 
No 
Free Text Box underneath 

18 

How much autonomy is there in 
your Job? That is to what extent 
does your job permit you to decide 
on your own how to go about your 
work? 

No autonomy 
Full autonomy 
Changes depending on project / work 
required 

19 
How frequently do you and your 
direct line manager discuss your 
career development? 

Monthly 
Twice Annually 
Quarterly 
Annually 
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20 
How would you rate your 
relationship with your peers? 

Social Clubs at work 
Arrange nights out 
Meet for a coffee in work 
Have lunch together 
I work in a role which requires me to travel 
a lot 

21 
Is there anything you would change 
to improve your relationship with 
your direct line manager? 

Set up informal meetings 
Ask for more autonomy in your role 
More open communication 
Have them delegate more responsibility to 
the team 
Ability to ask for more support when 
needed 

22 
How often would you receive 
quality feedback from your direct 
line manager? 

Weekly 
Monthly 
Quarterly 
Mid/ End of Year 

23 
What’s your stress levels like at 
work? 

Stressed all the time 
Stressed depending on the time of year 
(projects/deadlines) 
Never Stressed 

24 
What do you consider your key 
personal values? 

Leadership 
Trust 
Integrity 
Innovative 
Diligence 

25 
Do the personal values you have 
selected align with your company’s 
core values? 

Yes 
No 

26 

Aside from monetary 
compensation, do the benefit 
programmes in place satisfy you? 
Why? 

Yes 
No 
Free Text Box underneath 

27 
What other benefit programmes 
would you like to see introduced? 

Free Text Box underneath 

28 
Do you feel inspired and motivated 
by your team? 

Yes 
No 

29 

Is there any trigger that would 
cause you to leave an organisation? 
(or one you have already 
experienced) 

Pay and stability of employment 
Culture  
Control of work / Workload 
Recognition 
Adequacy of resources 
Relationship among colleagues / direct line 
manager 
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Section 5 - Have I missed anything? 

30 
Is there anything else you would 
like to say regarding any of the 
above topics? 

Free Text Box 

Thank you for your time! 

Table 2: Full Survey3 

 

The researcher believed that these questions would be appropriate for the task at 

hand, as they not only captured the topics covered as part of the authors literature 

review, but they were also broad enough, to cover all departments and levels of 

management, across an organisation.  

Section 1 – ‘Tell me about yourself’, was a way of obtaining important demographic 

information about the researcher’s population, which Davis (2005) deemed necessary. 

It also looked at their level within the company, as well as how long they had been with 

the company. The author did put in a question here as to what reason makes them 

stay with their organisation, so that they could be analysed against length of service 

later.   

Section 2 – ‘Predictive Analytics’ was a way of finding out if the participants had ever 

heard of the topic prior to the survey. The second question went on to ask them how 

they would feel, about the concept of predictive analytics being a part of their working 

life. The author felt this was important as introducing the theory can be easy, but 

obtaining buy in and acceptance from staff could prove more difficult (Janjic and 

Warga, 2017). 

Section 3 – ‘Tell me about your HR department’, was constructed to find out how the 

participants felt about the capabilities of their HR staff, and whether they had the 

technical skills to implement predictive analytics (Harris et al., 2011) and (King, 2016). 

The researcher did bring in the concept of strategy here. This was to see how involved, 

if any, the employees were, in creating their company’s HR strategy. This was 

important to the researcher given that the topic of employee engagement should be a 

pillar of every company’s HR strategy (O’Riordan, 2017) and (Taneja et al., 2015). This 

                                                           
3 Details of the specific authors in which the themes identified (HR Analytics, Predictive Analytics, HR 

Skillset and Employee Engagement / Disengagement) and the questions created, were derived from, 

can be seen in Appendix Three.  
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section would also give us a small insight into the HR team’s current system 

capabilities, when dealing with data.  

Section 4 - Tell me about your Company, was created to ask about the values and 

management styles that exist. It is here, through deeper analysis, that the author 

hopes to identify what aspects of an employee’s company culture, benefits, and 

interactions with their peers / managers would cause them to become disengaged, or 

even leave their organisation (Robinson et al., 2004). 

After the closing date assigned had passed, a copy of the data was downloaded from 

the system into Excel, and then uploaded directly into another software package called 

Statistical Package for the Social Sciences (SPSS) for further analysis. It is important to 

note here, that any files the researcher downloads from SurveyMonkey, during the 

analysis phase of the project, will be stored on a secure drive, and password protected.  

The response data that remains on SurveyMonkey can also only be accessed by the 

author themselves. All participants were advised from the beginning, that their data 

was only being collected for the purpose of this project, and that the final report would 

be saved in the National College of Irelands library. Once the project is complete, any 

data stored on SurveyMonkey, as well as the secure drives, will be deleted, as it will no 

longer be required by the researcher.  

The next topic to discuss will be how the data was analysed, here the researcher will 

identify whether they chose to go down the qualitative or quantitative route with the 

data they collected.   

4.4 How the data was analysed  
 

Now that the literature has been reviewed, the survey completed, and the data 

returned, it is time to decide on how the data will be analysed. When analysing one’s 

data there are two paths a researcher can take, the first is to go down the qualitative 

route and the second is go down the quantitative route.  

Qualitative research is a method of investigation where the researcher tries to develop 

an understanding of the way in which people think and feel, while quantitative 

research is a method that uses more of a logical and mathematical approach, based on 

numerical data and hard facts (Craig‐Henderson and Lewis, 2015).  
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As the researcher stated earlier in their literature review, analytics are all about facts, 

whereas HR can sometimes be run on intuition, years of experience and gut feelings 

(Ittmann, 2015). It is for this very reason that the author chose to go down the 

quantitative approach, by using a survey as their method of data collection. When you 

look at the true objective of quantitative analysis, it is all about studying the cause and 

effect between different variables (Allwood, 2012). As part of this hypothesis, the 

cause is, the concept of predictive analytics, and the desired effect, is a more strategic 

HR workforce, through the detection of trigger points of disengagement.  

When it comes to analysing quantitative data, the best approach is to use an analytical 

software package, some of the options available are Microsoft Excel and Microsoft 

Access. These options would be the most cost effective for someone conducting a 

research project, however, they can be difficult to use with large quantities of data, 

and unless you are an expert at excel, and analysing data via the advanced functions, 

it can be very difficult and time consuming to learn.   

The software package the researcher decided to use, as cited earlier, was SPSS. This 

method of analysis was chosen as the system already has several formulas created to 

aid the researcher is breaking down their data. Another benefit of SPSS is that the files 

created by SurveyMonkey, can be uploaded directly into the system, thus cutting down 

the time that maybe required by other software packages, when inputting data.  

After the data has been uploaded into SPSS, several tasks must take place. First, the 

author must check that the data that has been uploaded correctly to ensure integrity 

of the data. Second, the researcher must select the most appropriate diagrams and 

tables required, according to their research objectives. Thirdly, the researcher must 

select the most appropriate information to describe their data, and finally, the author 

must decide on what specific information they should pull, to examine the 

relationships and trends that exist in their data. Only by conducting the above steps 

can the author hope to support or reject their hypothesis. 

The specific testing that took place as part of this analysis will be outlined in chapter 

five: Analysis and Findings and discussed further in chapter six. However, before the 

researcher gets to the results and analysis section they must look at the limitations 

associated with this project as well as the importance of ethics. 
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4.5 Limitations 
 

As with any research project there are limitations, especially when conducting research 

in such a small timeframe. These limitations can be seen from the very beginning when 

one is selecting their population. Following this, another issue the author experienced 

was, how does one prove that all the different levels of management or even the 

correct dispersion of employees, were covered in the responses received, given the 

participants were anonymous (Ward et al., 2012). This relates back to where the 

author mentioned that one cannot delve further into a response they find interesting, 

or whether a researcher can stand over the data they received, as the participants 

might just be filling in the bare minimum to complete the survey (Bryman and Bell, 

2011, p. 54). 

 
A further limitation that will be discussed is the level of information an investigation 

can obtain. Boeren (2018) cites, that a researcher must take into consideration 

whether they are using the most appropriate tool or not for what they are seeking, as 

well as the most suitable method of analysis.  

 
As the author stated earlier, HR is often seen as making decisions based on feelings 

and years of experience, whereas analytics, are all about facts and making strategic 

decisions based on hard evidence (Ittmann, 2015). The author felt that the best 

method of analysis for this investigation was to go down the quantitative route. The 

author does realise that for a full and thorough investigation to take place, that 

qualitative analysis should be included as an avenue for further research.  

 
The limitation of choosing a completely quantitative approach was taken into 

consideration by the researcher during the construction of their survey questions. 

During the surveys design, most questions were written so that they could be uploaded 

and analysed through SPSS, however, certain questions were given a free text box 

afterwards in order to gain more qualitative data. These questions are outlined below: 

 

17 
Do you feel like you have enough 
opportunities for growth? Why? 

Yes 
No 
Free Text Box underneath 

26 
Aside from monetary compensation, 
do the benefit programmes in place 
satisfy you? Why? 

Yes 
No 
Free Text Box underneath 
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27 
What other benefit programmes 
would you like to see introduced? 

Free Text Box underneath 

30 
Is there anything else you would like 
to say regarding any of the above 
topics? 

Free Text Box 

Table 3: Open Questions 

 

As the open-ended responses in these questions cannot be uploaded and quantified in 

SPSS, they will not be a part of the author’s investigation4. The author would suggest, 

a potential second phase to this investigation, and that the researcher conduct a 

thematic analysis of the open-ended responses. Thematic analysis is “a way of seeing, 

making sense, analyzing, systematically observing, or simply converting qualitative 

information” Hartman and Conklin (2012, p. 828), what this means is, the researcher 

reviews the data collected, make notes and divide it down into categories which 

enables the author to discover patterns and themes throughout the research 

conducted. 

 

The next and final topic to be discussed in this chapter is ethics. Here the author will 

discuss the importance of maintaining a high ethical standard when conducting a 

research project.  

 

4.6 Ethical Considerations 
 

“When we undertake research, we are representing ourselves and our 

institution or organisation in the wider community and we must consequently 

adopt in our research endeavour the highest ethical standards” (Quinlan et al., 

p.42). 

As the author mentioned earlier in this chapter, ethics plays a vital part in conducting 

any research project that involves human beings. The main aim when conducting such 

an investigation is to ensure the author does no harm to those involved (Fisher, 2010). 

The researcher must ultimately make a judgement call, when it comes to the possible 

harm that could be caused, because of their investigation.  

Horn (2009) cites that when conducting any type of investigation, one must 

understand that it is the way in which a question could be interpreted, that could cause 

emotional harm to a participant. Therefore, as the author stated earlier, a pilot study 

                                                           
4 The responses to the open ended questions are outlined in Appendix Four. 
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should, and was, carried out as part of this investigation. This way, the researcher was 

able to run their questions by their contacts, as well as their relative HR departments, 

to ensure none of the questions being asked, could cause a negative emotional repose. 

In addition to causing no harm, another aspect of ethics, is to ensure the researcher 

obtains informed consent from those involved. That the sample selected, have the 

right to understand what exactly it is, that you are asking of them. Horn (2009) and 

Fisher (2010) mention some of the basic requirements when obtaining informed 

consent are; the title of the study, its purpose, the length of time required to complete 

their involvement, how confidentiality, anonymity, and privacy will be maintained, 

their right to withdraw at any time, and the researchers contact information. As you 

can see, in Appendix One and Two, all this information was presented in the email and 

post that was issued to the participants.  

4.7 Conclusion 
 

As the author outlined, the method chosen by a researcher to conduct and analyse 

their data is vital, as it can either help to support or reject the researcher’s current 

hypothesis. With that in mind, the researcher looked at a multitude of options before 

deciding on the most suitable method, which not only supported the task at hand, but 

would yield the most responses in the shortest timeframe.  

The main strategy behind selecting a survey was to obtain as much data as possible to 

conduct a thorough investigation. This is also why the author chose to include not just 

one organisation but four from different sectors. The motive being, the richer and 

more diverse the number of participants, the more varied a picture could be obtained. 

The demographic questions, that were also created as part of the survey, will enable a 

deeper analysis of the results to take place, which will be outlined in the next two 

chapters.  

When selecting the four organisations the researcher was very lucky to have well 

established connections, which allowed them access to their populations. It also 

allowed for a speedier response time when trying to arrange the agreements required.  

One downside to the method chosen was the author ended up designing the survey 

themselves, this did cause the researcher to lose time that could have been spent on 

other aspects of the investigation, but it did give them a deeper understanding into 

their literature review.  
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This was one of many limitations the author experienced as with any other research 

method that might have been selected. As the author has seen, based on the above 

literature, no one method is better than the other, even when it comes to selecting 

quantitative over qualitative. With regards this investigation, the author chose 

quantitative but feels that further analysis through qualitative research could only help 

to further investigate the chosen topic.  

An important aspect of the investigation was the ability to conduct a pilot study as part 

of the process. This might not seem like a big deal, but it allowed the researcher to test 

the link as well as make sure the questions being asked would not have a negative 

emotional response on any of the participants.  

The next chapter will outline the results of the survey under the headings that were 

created; ‘Tell me about yourself’ (demographic), ‘Predictive Analytics’, ‘Tell me about 

your HR department’’ (HR Skillset) and finally, ‘Tell me about your Company’ 

(engagement/disengagement), which the author will then discuss further in chapter 

six.  
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Chapter Five: Analysis and Findings 
 

As the survey contained thirty questions in total, and the researcher received one 

hundred and eighty-four valid responses, this chapter will only present a very high-

level overview of the relevant findings. As the author mentioned in the previous 

chapter, all the responses were uploaded into SPSS for the analysis to take place, so 

the below results have been pulled from that system. The tests conducted as part of 

this investigation are, Frequency Analysis, Single Factor ANOVA, Independent Samples 

t-Tests, Correlation Analysis and finally Multiple Regression Analysis.   

5.1 Frequency Analysis 
 

The first set of testing the researcher decided to conduct was a frequency analysis. A 

frequency analysis allows the researcher to consider a variable. In this first instance 

the variable is ‘Gender’ and explore the distribution of data associated with that 

variable. The researcher used this type of analysis to gain a quick overview of the final 

sample obtained from their survey. This simple frequency test informs the author of 

the response rate associated with each question and its accompanying percentage.  

 
Table 4: Frequency of response rate by Gender 

 

In table 4, the author noted that most respondents to the survey were female at 57.1%, 

with 0.05% or 1 participant selecting the option other. Given the number of responses 

and the anonymity of the survey, it would be difficult to target an even distribution of 

responses, unless certain parameters were set to ensure this.  

 
Table 5: Frequency of response rate by employment status 
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In table 5, the researcher noticed that there is a compete imbalance in response rate 

to this question, with 92.4% of the population stating that they work full time, to a 

meagre 7.6% of part-time workers. It is noted that this imbalance in response rate 

could influence the data obtained from the survey. 

 
Table 6: Frequency of response rate by family status 

In table 6, the sample were asked whether they had a family. Here it can be seen that 

the response rates are approximately equal, with a 58.2% response of ‘Yes’ to having 

a family. It is hoped that this result would not have much of an effect on the data 

collected. 

 
Table 7: Frequency of response rate by relationship status 

 

In table 7, the researcher asked a similar question, of whether the respondent was 

single or in a relationship. Here one can see an imbalance in response rate with only 

21.7% or 40 people stating that they were single out of one hundred and eighty-four 

participants. This could influence the information collected and is a candidate for a 

further phase of analysis, using the open-ended responses.  

 

 
Table 8: Frequency of response rate by knowledge of predictive analytics 



35 
 

 

In table 8, the researcher queried whether the participants in this sample had ever 

heard of the topic of predictive analytics. The author was surprised to see that 41.3% 

of the respondents had in fact knowledge of the above subject.  

 

 
Table 9: Frequency of response rate by effect of predictive analytics 

 

In table 9, the author delved further into the topic of predictive analytics and asked 

how the respondents would feel if their employer could predict when they were 

thinking about leaving their company. The researcher was surprised to see that the 

highest response rate was ‘interesting’ with 60.9%. In contrast to this, the second 

highest response with 21.7%, was that responders felt it was a step too far when it 

came to gathering such data. 

 
Table 10: Frequency of response rate by effect of HR system capable of predictive 

analytics 

 

Following on from the above two questions, the author was curious to see if the 

participants current HR systems would be even capable of using an analysis such as 

predictive analytics. In table 10, 83.2% of those who responded feel their HR system 

would not be up to the task.  
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5.2 Single Factor ANOVA 
 

The next set of experiments the researcher conducted is an ‘analysis of variance 

technique’, otherwise known as an ANOVA test. The ANOVA test is used, when a 

researcher has more than two independent groups and wishes to measure if a 

significant different exists between those groups. Prior to running the ANOVA test, a 

pre-test called the ‘Homogeneity of Variances’ test must be conducted.  

 

 
Table 11: Homogeneity of Variance test, scale choose to stay and Gender 

 
 

In table 11, the null hypothesis5 associated with the homogeneity of variance test is 

assumed. In other words, it is always presumed that no difference between the 

variables exists. As the sig. 6 value is 0.280 which is not less than 0.05, the researcher 

cannot reject this assumption and therefore proceeds with the ANOVA test in the 

knowledge that the homogeneity of Variance is guaranteed.  

 
Table 12: ANOVA test, genders effect on retention 

 

In table 12, the researcher conducted an ANOVA test to see if the variable ‘gender’ had 

any effect on an employee’s intention to stay. As the sig. value is 0.942 which is not 

less than 0.05, the author cannot reject the null hypothesis that there is no difference 

between these variables. Therefore, the researcher can infer that there is insufficient 

evidence to assume that gender is an important factor that effects an employee’s 

intention to stay.  

                                                           
5 The hypothesis which states that there is no significant difference between specified variables. 
6 Sig. value in SPSS relates to the significance level of the test conducted. 
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Table 13: Homogeneity of Variance test, scale choose to stay and position in 

organisation 

 

Like table 11, in table 13, the homogeneity of variance test is assumed. As the sig. value 

is 0.652 which is not less than 0.05, the author cannot reject the null hypotheses of no 

differences assumption and therefore proceed with the ANOVA test in the knowledge 

that the homogeneity of Variance is guaranteed.  

 
Table 14: ANOVA test for position in organisations effect on retention 

 

In table 14, another ANOVA test was conducted to see if the variable ‘position in the 

organisation’ had any effect on an employee’s intention to stay. As the sig. value is 

0.097 which is not less than 0.05, the researcher cannot reject the null hypothesis that 

there is no difference between these variables. Therefore, the researcher can infer that 

there is insufficient evidence to assume that one’s position in their organisation is an 

important factor that effects an employee’s intention to stay.  

 

5.3 Independent Samples t-test 
 

In this section the researcher performed several independent samples t-tests. This type 

of analysis is used to measure if the averages of two samples are considerably different 

from one another. In other words, it compares two independent groups. In the sample 

below, the test looks at the variables ‘full time’ and ‘part-time’ and measures them 

against the dependent variable ‘why they choose to stay’. 
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Table 15: Independent t-test, employment status and its effect on retention 

 

In table 15, when conducting ‘Levene’s test for equality of variances’, the researcher 

must take the initial sig. value, which in this case is 0.628. As this figure is not less than 

0.05, the author must then infer that equal variances are assumed. The researcher 

must than investigate the sig. (2-tailed) value for this test, which is 0.776. This figure is 

also not less than 0.05, therefore, the author cannot reject the null hypothesis. The 

researcher can therefore deduce that there is not enough evidence to suggest that an 

employee being ‘full time’ or ‘part-time’ has any effect on why employees choose to 

stay with their organisation. 

 

 
Table 16: Independent t-test, relationship status and its effect on retention 

 

In table 16, the initial sig. value is 0.899, as this figure is not less than 0.05 the author 

must then infer that equal variances are assumed. The researcher must now 

investigate the sig. (2-tailed) value for this test, which is 0.064. This figure is also not 

less than 0.05, therefore the author cannot reject the null hypothesis. The researcher 

can therefore deduce that there is not enough evidence to suggest that an employee 

being ‘single’ or ‘in a relationship’ has any effect on why employees choose to stay with 

their organisation. 
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Table 17: Independent t-test, family status and its effect on retention 

 

In table 17, the initial sig. value is 0.779, as this figure is not less than 0.05 the author 

must then infer that equal variances are assumed. The researcher must now 

investigate the sig. (2-tailed) which is 0.315. This figure is also not less than 0.05, 

therefore the author cannot reject the null hypothesis. The researcher can therefore 

deduce that there is not enough evidence to suggest that an employee ‘having a family’ 

or ‘not having a family’ has any effect on why employees choose to stay with their 

organisation. 

 

5.4 Correlation and Multiple Regression Analysis 
 

The author also decided to run several correlation analysis tests on some of the 

variables from the survey. A correlation test allows the researcher to investigate if a 

change happens in one variable, will it result in a change for the second variable.  

 
Table 18: Correlation between discussing career development and retention 

 

In table 18, the researcher decided to look at whether increasing the frequency of 

times one discusses career development will influence the variable ‘intention to stay’. 

As the researcher can see from the above table, the test has confirmed that a 

significant correlation exists between these two variables.  
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As the correlation test identified a correlation, the researcher decided to delve further 

into that dataset and conduct a multiple regression analysis. Multiple regression 

analysis is used to predict the unknown value of a variable from two or more variables.  

 

 
Table 19 :Multiple Regression between discussing career development and 

retention 

 

The results in table 19, conclude that if an organisation increased the number of 

meetings they had with their staff, the top option here being monthly, that it would 

increase an employee’s intention to stay by 8.1%. 

 

The next correlation analysis the author conducted was to see if any of the participants 

in the survey who felt they did and did not have opportunities for growth, would 

influence their intention to stay.  

 
Table 20: Correlation between feeling opportunities for growth and retention 

 

In table 20, it clearly states that a correlation does exist between the variables ‘feel 

opportunity for growth’ and ‘intention to stay’, so the author conducted a multiple 

regression analysis to see what that effect might be. 
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Table 21: Multiple Regression between feeling opportunities for growth and 

retention 

 

In table 21, the author can see the results of the above test conclude that if employees 

feel that they have opportunities for growth within the organisation that it would 

increase an employee’s intention to stay by 10.4%. 

 

Taking the first two correlation analyses into consideration the researcher decided to 

test both, ‘discuss career development’ and ‘feel opportunities for growth’ to see if 

these combined variables would have an increased effect on the samples intention to 

stay with their organisation.  

 
Table 22: Correlation between growth and career developments effect on retention 

 

In table 22, a correlation does exist between the variables ‘discuss career 

development’, ‘feel opportunity for growth’ and ‘intention to stay’, so the author 

proceeded to conduct a multiple regression analysis to see what, if any, increase in 

effect both these variables would have on an organisation’s employees. 

 
 
 
 
 
 



42 
 

 
 

 
Table 23: Multiple Regression between growth and career developments effect on 

retention 

 

In table 23, it has been noted that discussing an employee’s career development as 

well as ensuring they feel like they have opportunities for growth can have a 13.3% 

effect on whether an employee’s choses to stay with their organisation. 

 

Based on the above findings, the author decided to conduct additional correlation and 

regression analysis tests on several factors from the survey, to see if any of these 

variables would have an impact on why an employee stays with their organisations.  

 

 
Table 24: Correlation between autonomy and its effect on retention 

 

In table 24, it also shows that a correlation does exist between the variables ‘autonomy 

in role’ and ‘intention to stay’, so the author conducted a multiple regression analysis 

to see what that effect might be. 
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Table 25: Multiple Regression between autonomy and is effect on retention 

 

In table 25, the researcher investigated the impact that ‘autonomy in one’s role’ would 

have on retention levels in an organisation. In this context, it would only have a 4.7% 

on effect an employee’s intention to stay. 

 
Table 26: Correlation between position in company and its effect on retention 

 

In table 26, the above table confirms that a correlation does exist between the 

variables ‘position in company’ and ‘intention to stay’, so the author conducted a 

multiple regression analysis to see what effect this variable would have on this sample. 

 

 
Table 27: Multiple Regression between position in company and is effect on 

retention 

 

In table 27, the author noted that considering an employee’s position in the 

organisation only had a 2.5% effect on an employee’s intention to stay with their 

organisation. 
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Table 28: Correlation between being involved in the HR strategy and its effect on 
retention 

 

In table 28, the test concluded that a correlation does exist between the variables 

‘Involved in HR Strategy’ and ‘intention to stay’, so the author proceeded to conduct a 

multiple regression analysis.  

 

 
Table 29: Multiple Regression between being involved in the HR strategy and is 

effect on retention 

 

In table 29, it shows that involving employees in the creation of a HR strategy will only 

have a 2.6% effect on an employee’s intention to stay. 

 

 
Table 30: Correlation between being having a HR system in place and its effect on 

retention 
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In table 30, the correlation test concluded that a correlation does exist between the 

variables ‘HR System in place’ and ‘intention to stay’, so the author conducted a 

multiple regression analysis. 

 

 
Table 31: Multiple Regression between having a HR system in place and is effect on 

retention 

 

In table 31, it was noted that considering whether an organisation has an integrated 

HR system only has a 3.3% an effect on an employee’s intention to stay with their 

organisation. 

 

 
Table 32: Correlation between the participants personal values being aligned to the 

company and its effect on retention 

 

In table 32, a correlation does exist between the variables ‘personal values align with 

company’ and ‘intention to stay’, so the author conducted a multiple regression 

analysis to see what that effect might be. 
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Table 33: Multiple regression between the participants personal values being 

aligned to the company and its effect on retention 

 

In table 33, it shows that if an employee’s values match that of the organisation, it will 

only have a 4.4% effect on an employee’s intention to stay. 

 

 
Table 34: Correlation between satisfactory benefit programmes and its effect on 

retention 

 

Table 34 notes that a correlation does exist between the variables ‘satisfactory benefit 

programmes’ and ‘intention to stay’, so the author proceeded to conduct a multiple 

regression analysis to see what, if any, increase in effect this variable would have on 

retention. 

 
Table 35: Multiple regression between satisfactory benefit programmes and its 

effect on retention 

 

Table 35 shows that if an employee have satisfactory benefit programmes in place that 

it will only have a 3.7% effect on an employee’s intention to stay. 
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Table 36: Correlation between being motivated by one’s team and its effect on 

retention 

 

It is noted in table 30, that a correlation does exist between the variables ‘feel inspired 

and motivated by their team’ and ‘intention to stay’, so the author conducted a 

multiple regression analysis to see what, if any, increase in effect this variable would 

have. 

 

 
Table 37: Multiple regression between motivation by one’s team and its effect on 

retention 

  

In table 37, it shows that if an employee feels inspired and motivated by their 

colleagues, it will have a 6.9% effect on an employee’s intention to stay. 

 

Based on all of the above correlation tests, the author decided to look at what effect 

all of the above factors; inspired and motivated by team, HR system in place, involved 

in HR strategy, autonomy in role, position in company, discuss career development, 

satisfactory benefit programmes, personal values align with the company and feel 

opportunities for growth would have on this particular samples intention to stay with 

their organisations.  
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Table 38: Multiple regression between all variables and its effect on retention 

 

Taking all the above correlations into account the researcher is able to show that, while 

some of the above correlations might only have a small impact on an employee’s 

intention to stay, the combined effect of all these factors together, in this case, can 

have a 21.8% effect on levels of retention. 

 

To summarise, this chapter presented a very high-level overview of the relevant 

findings obtained through various statistical tests in SPSS. Now that the author has 

concluded their investigation, the next chapter will discuss the above results in 

connection with the literature review, to see if the results, based on this sample, 

support or reject the research conducted.  
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Chapter Six: Discussion 
 

This study started out with a hypothesis, which was, ‘Can Predictive Analytics enable 

greater Employee Engagement? and in doing so, Empower the HR Function to be 

recognised more as a Strategic Partner, than an administrative function? To support or 

reject this hypothesis, several actions had to take place. The first action the author 

took was to conduct a thorough investigation of their chosen topic through peer 

reviewed journals. The reason for this was to obtain a deeper understanding of the 

different elements that made up their hypothesis.  

The next action required, was to decide on the most appropriate method in which to 

conduct their analysis. As the researcher referred to in their methodology chapter, 

given the short timeframe and volume of participants required, the author decided 

that the most suitable course of action was to conduct a survey. After the survey 

closed, the results were uploaded into SPSS for further analysis, and a high-level 

overview of the findings were outlined in the previous chapter. Now that all the above 

steps have been completed, it’s time to see if the answers discovered, match that of 

the literature review.  

The main aspect of the survey was to identify key trigger points of disengagement in 

an employee’s lifecycle. The reason, so they could be used to flag when top talent is 

thinking of leaving. The author had created a question in their survey, which specifically 

asked what trigger points would cause, or had already caused, their participants to 

leave. However, as part of the initial research phase, the author discovered work 

conducted by Motlou et al., (2016) and Radford and Chapman (2015) that several 

investigations have already investigated why employees leave their organisation, but 

very little research has been conducted on what makes an employee stay. They even 

go on to say how if an organisation increases the emotions associated with staff 

willingness to remain, that this can have a significant impact on a company’s retention 

levels.  

Because of these findings, the researcher decided to conduct most of their analysis 

against the question, ‘Is there a reason you chose to stay with your organisation?’. 

Choosing to go down this route would be more beneficial to this research topic, as the 

goal is to make HR more of a strategic force in their organisations. The author identified 

that creating a more strategic HR workforce could be achieved through retaining their 
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key top talent, not finding out after they have left what went wrong. If HR could tap 

into, analyse, and recognise the key aspects that make their employees want to stay, 

and harness that information, then they could programme these variables into a 

predictive analytics software to flag these trigger points.  

 

6.1 Outcome of the Tests 
 

One of the tests the author looked at was seeing if there was a correlation between 

employees feeling like they had opportunities to progress in their organisation and 

how this would affect their intention to stay. This analysis was based on the findings of 

Ballaro and Polk (2017) and Ghosh et al., (2013), who stated that a lack of opportunities 

for progression, and culture where employees feel they cannot grow, can lead to 

disengagement and retention issues. The results supported their findings, as it showed 

that if a company did create such a culture, that it would increase an employee’s 

willingness to stay by 10.4%. This percentage could have quite a consequence on an 

organisation, especially if they are losing their top talent to a competitor.  

 

The next test the author decided to conduct was to look was whether increasing the 

number of times a year that managers and their staff discussed career development, 

would have an impact on why an employee chooses to stay. This test was a direct result 

of research conduct by Aslam et al., (2018), who note that an employee who becomes 

less interested in their career is more likely to become disengaged or even leave their 

organisation. This research was backed up by Young and Steelman (2014) who argue 

that providing feedback and having one to one discussion, can help to motivate an 

employee so they progress further in their careers. It was also noted in the literature 

based on Aslam et al., (2018) and Ghosh et al., (2013) findings, that a lack of 

opportunities for growth, as well as development and career opportunities are the 

main reasons for employee disengagement. The results of this analysis show an 8.1% 

increase in retention. This could argue that Aslam et al., (2018); Ghosh et al., (2013) 

and Young and Steelman (2014), findings are correct, it does have some effect, but the 

author would note that this analysis should be conducted on a much larger sample to 

gain a true representation of the findings. 

 

As both career development and opportunities for growth were identified by several 

authors, Aslam et al., (2018) and Ghosh et al., (2013) to name a few, the researcher 

decided to conduct a third analysis, using both variables, so increasing the number of 
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career development meetings as well as opportunities for growth, to see the combined 

effect of both measures. As observed in the previous chapter, acknowledging both 

conditions at the same time would increase the percentage an employee is willing to 

stay by 13.3%. The researcher finds that this percentage does in fact support the above 

research, based on this sample, and that using these two indicators could enable HR 

to predict leavers based on these parameters.  

 

Based on the above finding, the researcher decided to conduct several additional tests 

to see if a strong correlation existed between any of the below variables and an 

employee’s intention to stay. The results are as follows: 

 

A test was conducted on whether an employee who feels motivated and inspired by 

their teammates would have a consequence on their intention to stay. The result of 

this question was a 6.9% increase in an employee’s retention levels. While this 

percentage is quite low, it shows that one’s colleagues can affect the outcome of 

whether their teammates remain with an organisation or not. This finding supports 

McLeod and Clarke (2009), who cite that maintaining employee engagement levels, 

relates to how one’s staff interact with, and form meaningful relationships with their 

colleagues. Ghosh et al., (2013) also mention how if an employee does not identify 

with the current culture, or they do not get on well with their colleagues, the more 

likely they are to leave.  

The next finding the author would like to discuss is the impact that ‘autonomy in one’s 

role’ would have on retention levels in an organisation. In the context of this sample, 

it has a 4.7% effect an employee’s intention to stay. This result matches Park and 

Searcy (2012) findings, that giving employees the freedom to decide on how they 

operate in their role, can help an organisation to motivate their employees, thus 

retaining them. However, the result could reduce, or increase based on a different or 

even larger sample size.  

 

One aspect the researcher decided to investigate was company values. All 

organisations have a set of values and beliefs with which they operate. The Institute 

for Employment Studies (IES), in Robinson et al., (2004) article cited that engagement 

is all about the attitudes of the employees, and how they feel towards their 

organisations values. Al Saifi (2015) expands on IES’s research by stating that a sense 

of shared values and behavioural norms leads to a culture where employees feel like 
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they belong. The result of conducting the above analysis resulted in a 4.4% effect on 

an employee’s willingness to stay. Again, while this is a small percentage, the sample 

size was only one hundred and eighty-four, therefore the author would consider this a 

supporting factor for the above research.  

 
The next test relates to whether the sampled employees believe that they have 

satisfactory benefits in place, and how that might have an impact on whether an 

employee will stay with an organisation or not. As Harris et al., (2011) alluded to earlier, 

not all employees want the same benefit package, it often comes down to the personal 

preferences or commitments, family, kids etc., that each individual employee has. The 

result of this analysis showed an increase in intention to stay of 3.7%. This percentage 

could be seen as quite low considering the attention benefit packages in particular 

seem to have received over recent the years. This would lead the author to believe 

that based on this sample, that benefit packages are not the major contributing factor 

in whether an employee chooses to stay. This goes against the findings in the literature 

review where Aslam et al., (2018); De et al., (2017) and Taneja et al., (2015) mention 

how flexibility of benefits is key to motivating an employee, thus retaining them. It 

even goes against the experiment conducted by Sparkman, where he mentions that 

based on a data set that they changed a parental leave policy which in turn lead to 

increased employee engagement and cultural wellbeing (Janjic and Warga, 2017). 

However, the researcher did not investigate the flexibility of available benefits in this 

study. 

 
The author decided to run an analysis, considering whether an organisation having an 

integrated HR system, could influence an employee’s intention to stay with their 

organisation. The result of this analysis was a 3.3% effect on retention. This may 

indicate that employees have very little interest in whether their organization has a HR 

system or not. Whilst this does not have much of an effect on employee retention, the 

author wished to see what the technical capabilities were of the organisations 

selected. The frequency test that the author conducted on this topic showed that 

83.2% felt their current HR systems were not capable of predictive analytics. This test 

supports Harris et al., (2011) findings, as he believes that having a capable and 

integrated HR system is something all organisations should be focusing on, and that 

HR should be trying to build up their company’s analytical capabilities with the 

introduction of an integrated system. Harris et al., (2011) does mention that as a result 
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of HR’s lack of system integration, when it comes to implementing any system, 

especially one needed for predictive analytics, that HR departments will not be 

equipped enough to design a system that meets their needs. This finding also supports 

King’s (2016) conclusion, where he states that HR simply lack the understanding 

required to implement analytical approaches. 

 
The following test conducted relates to the importance of having employees 

contribute to the creation of a HR strategy. Ghosh et al., (2013) argues that employees 

are more likely to stay with an organisation if they feel that they have been involved in 

decision making processes. However, the results of the above analysis showed a 2.6% 

effect on an employee’s intention to stay. This does not support Ghosh et al., (2013) 

finding, however this could be the result of this samples responses.   

 
The second last test the author conducted was whether an employee’s level within the 

organisation, junior, middle, or senior influences an employee’s intention to stay. This 

question was based on Kahn’s research, which features in Taneja et al., (2015) 

publication, where he concluded that if an employee aligns them self to their position, 

the more motivated they will be. The result of this test does not support Kahn’s 

findings as it only showed a 2.5% difference in the level of retention experienced.   

 
The author was intrigued to see how some of the response rates differed from that of 

the research conducted, so decided to conduct one final analysis. As many of the above 

factors happen in tandem with one another, and would rarely happen as separate 

factors, the researcher wished to see what effect all of these aspects, in the same 

environment, could have on an organisations employees. The result was a 21.5% effect 

on an employee’s intention to stay. This is quite a result and shows that the above 

variables should be considered when implementing an analytics system with a view to 

increasing employee engagement.  

 

6.2 Conclusion 
 
In conclusion, the above analysis has shown correlations between the data tested, and 

the results achieved. The researcher has learned from the above, that although one 

variable might have a low percentage when you add that to other contributing factors 

the overall percentage could increase, it is merely finding the right combination in 

which to analyse. The above tests would require analysis to take place on a much larger 
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scale to see if the same findings could be replicated. The author also acknowledges, 

based on the frequency tables, that an uneven distribution of the sample, as was the 

case here, could have had an impact on the result obtained. The researcher also 

acknowledges that quantitative analysis on its own is not enough to conduct a solid 

investigation, and further research should be conducted through a qualitative 

approach. This second phase of the investigation could commence using the free text 

responses in Appendix Four.  



55 
 

Chapter Seven: Conclusion & Recommendations 
 

The purpose of this research project was to support or reject the authors hypothesis, 

that predictive analytics, could enable HR, to pinpoint when employees were thinking 

of leaving their organisation. The biproduct would be a more strategic HR workforce, 

that bases their decision on data, rather than intuition and experience. The researcher 

hoped to achieve this through the objectives outlined in chapter three. As a reminder 

these objectives were: 1) To explore through quantitative analysis, whether predictive 

analytics, can enable employers to retain key talent, through the detection of trigger 

points of disengagement. 2) To investigate, whether the current HR workforce are 

qualified to analyse/understand such data, and whether the above method of analysis 

can add strategic value to the HR function and 3) To review the appropriate literature, 

supporting documentation, and findings from the study to give a clear and concise 

report on the authors findings. 

Taking objective one as a starting point, the author was able to conduct a quantitative 

analysis of the results received via survey. This survey allowed the researcher to gather 

valuable data across multiple entities in which to conduct the investigation. The 

limitation of this approach is the inability to delve further into the answers obtained. 

It is the authors recommendation that a further study be conducted using a qualitative 

approach, with the results obtained from this survey as a starting point.  

When the research began, the author had intended to specifically target why 

employees left an organisation, but found, based on the data obtained, as well the 

research conducted, that choosing to investigate what made employee stay would be 

more beneficial. As a result, the author did discover the effects that certain aspects of 

the employee lifecycle had and on an employee’s willingness to stay. The researcher 

was also intrigued that by conducting such a small survey, over such a short timeframe, 

could achieve the results that were obtained. The speed of analysis was achieved using 

SPSS, a programme which enabled the author to delve further into their results in just 

a few hours. When analysing the findings, the author was interested to learn that one 

could predict a 13.3% increase in an employee’s willingness to stay, simply by 

recognising the importance of increased discussions about career development and 

creating an environment where employees felt that they had opportunities for growth. 

The test the author conducted on all the variables, where it returned a 21.5% effect on 

retention cannot be ignored. This finding only increased the researcher’s interest in 
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this topic. The limitation of course is that these results may not be replicated if a large 

sample was obtained, but for the one hundred and eighty-four responses received that 

could mean a lot to organisations with high turnover rates. In the authors opinion, 

based on the above information, predictive analytics would be capable of detecting 

triggers points of disengagement. It all comes down to identifying the correct variables 

that exist within each organisation. Like finding out what makes employees stay for so 

long or conducting a simple anonymous survey to identify what was making staff 

unhappy. This way an organisation could feed this data into predictive software and 

start building on its capabilities. The recommendation here, would have several factors 

to consider. An organisation would need to have an integrated system in place to begin 

with. The next stage would be to ensure that the right data was being collected. After 

that it would simply be a mater of introducing a predictive analytics model into the 

already existing system. The main issue here would be ensuring the staff that either 

buy or update the HR systems understand both analytics and HR.  

Objective two, looked at the HR workforce and the current skillset they use to conduct 

their role. While we learned that employees have no preference whether HR have an 

integrated system or not, it is clear from the participants, who had a system is place, 

that their HR department were not capable of conducting this type of analysis, with a 

response of 83.2%. This is a substantial percentage and could show how little 

investment these companies have been putting into their systems. As part of the 

literature review, it was made clear that because of HR not using technology as an 

enabler in their lives, that they lacked the knowledge to design or implement systems 

of use, so it is the authors recommendation that these companies should invest in 

upskilling their HR staff.  

As outlined in the literature, companies that used this type of analytics were seen as 

having an advantage to that of their competitors. Here the organisations would need 

to decide what kind of organisational structure they would like to see. Would they like 

to create a specific HR analytics team, separate to that of their current HR staff, or 

would they like to upskill their existing staff. The priority here is to ensure that the 

connection mentioned earlier, between analytics and HR remains. It would be 

detrimental to the organisation, when trying to implement a new system or capability 

to end up with two separate teams who do not understand each other.  

The final objective was to review appropriate literature to give a clear, and concise 

report of the findings achieved, again the researcher was able to accomplish this using 
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SPSS. This software package allowed the author to conduct a full analysis of the data 

collected, over the space a few hours, which could have taken days to achieve using a 

programme like Excel. The literature reviewed was enough for the author to progress 

with their research but recognises this is only a small fraction of the data that exists 

and its only going to increase as the topic gains more momentum. Organisations who 

are abundant in data like Facebook, LinkedIn etc. will have an easier time implementing 

predictive analytics but that’s not to say employee will be happy about it. As Sparkman 

pointed out, it still might bring with it that ‘creepy’ factor. While most participants in 

the survey found it interesting, the author must recognise that the second highest 

percentage, thought it was a step too far. This is something that each organisation is 

going to have to tackle separately, as they will have their own unique culture, values 

and beliefs, even requirements from predictive software.    

The recommendations outlined above can vary in size and scale depending on each 

organisation and should hopefully improve the current HR capabilities that exist. While 

having a new system capable of prediction would be beneficial the researcher is not 

saying that organisations should all go out and purchase a new system. The author 

does acknowledge that a capable, integrated system should be a requirement for most 

if not all organisations. HR should try to move away from the old way of doing things, 

paper, Excel etc. to using systems to enhance the experience for both staff and HR. The 

cost associated with each system varies and as it depends on how many modules in 

the system you want to buy, with an additional cost associated per number of 

employees. It also can take some time to refine, test and implement a new system. The 

authors own company is going through such a change and the timeline associated, is 

about six to twelve months to get the new system up and running. The cost associated 

in the researchers organisation is somewhere in the millions.  

The second recommendation was around the HR staff themselves. Hiring in trained 

analytics staff could be costly and given the increased demand could take weeks even 

months to secure the staff. It would also require the creation of new role profiles, one 

that was tailored to the needs of both HR and analytics. This brings with it its own 

complications as very little HR staff would have any type of analytical background. The 

most viable option may be to create the staff from within. This could involve online 

learning courses which the organisation could run, or they could hire in external 

trainers to get staff up to speed. There would be a cost associated with hiring a whole 

new department, this cost would depend on the current market rates linked to each 



58 
 

role, also a new department would not be immediately effective, and it could take 

several weeks before the organisation sees its value. The benefits though would be an 

integrated and trained HR workforce who know what data to collect, how to analyse it 

for competitive advantage, and a system that creates a more interactive employee 

experience.   
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Personal Learning Statement 
 

This piece of research is in partial fulfilment of the Master’s in Human Resource 

Management with the National College of Ireland. This project is the biggest piece of 

work I have ever written, and has provided me a further opportunity in which to hone 

my time management, planning skills, and to increase my knowledge in HR.  

This piece of work has been very challenging for me as I found it difficult to find the 

time to focus on the report itself. The area of analytics has always been one of interest 

to me, and I am very lucky to currently work in the Reward section in HR for a large 

financial institution. Analytics is all about facts and figures, and yes, they may move 

away from seeing the human element, but I feel that one day it will change the way HR 

is viewed within organisations.   

 

I returned to study part time in NCI years after I left secondary school, it took me some 

time to learn how to write again. This research project has brought about a sense of 

achievement, as I feel I have done something I did not know I was capable of. It would 

however be wrong to say that everything went according to plan. When planning out 

my schedule it never seemed to stay within the time frame I had assigned. I also had 

to send out a survey to four different organisations, which I have never done before, I 

got wrapped up in confidentiality aspect, so I sent the same SurveyMonkey link to all 

of them, what this meant was I could not divide my results be entity.  

 

Another issue I discovered was how one sided my choice of analysis method was, by 

choosing to conduct a quantitative only analysis, it meant I could not delve deeper into 

any of the responses I received. I did create certain question which could lead to 

further analysis, but it would have been nice to do a mixed method approach to see 

what kind of data I could have collected. The research collected did give me great 

insight into how people felt about my chosen topic, however I would have liked to 

obtain a larger sample size for the investigation. I also believe that I could have handled 

the project better so that I would feel under less pressure, as such I owe a lot of people, 

in work and at home, who supported me and enabled me to complete this project. This 

experience has truly been one of a kind, it has increased my level of confidence in 

myself, and I feel that this experience will help me in my future endeavours, whatever 

they may be.    
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