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Abstract

In Cloud Data Centers (CDCs), energy cost is the major expense and many
researchers aim to reduce it at different levels. Reducing the energy cost and
improving its efficiency can be done at the DC level and at the server level where
task scheduling takes place. Task scheduling not only focuses on improving the
energy efficiency but also to allocate the resources efficiently in a timely manner by
optimizing energy consumption. With the rise of new technologies in this era, one
of the technologies is Blockchain. Blockchain technology has been used with the
cloud in terms of security and storage. This paper proposes a heuristic approach to
task scheduling in the cloud using blockchain. The work is carried out to improve
the parameters such as wait time, execution time, and Service Level Agreement
(SLA) that will eventually help to reduce the energy consumption and its cost.
The aim of this research is to identify the benefits of blockchain in the cloud to
schedule the tasks and explore its feasibility.

Keywords: Cloud Computing. Energy Consumption. Cost. Task scheduling .Cloud-
Sim. Blockchain.

1 Introduction

Cloud is widely used to provide online services such as Infrastructure as a service (IaaS),
Platform as a service (PaaS), and Software as a service (SaaS) across the world. To
perform these high complex computational task at a faster speed, huge DCs are built
by top organizations to provide services to the customers 24x7. The aim of the Cloud
Service Providers (CSPs) is to achieve reliability, availability, and scalability of the data.
To process these data persistently, huge DCs consume a great amount of power. CSP
invest millions of dollars to power these DCs as shown in the figure 1. Therefore, to
optimize the energy is essential. The energy consumption comes from servers, cooling
devices, virtual machines, and electrical equipment.(Lokhandwala; 2018) Also, many DCs
aim to do green cloud computing using renewable sources like solar energy, hydroelectric
energy, and fuel cells. This helps in reducing the carbon footprints as well as the energy
cost.
Task scheduling plays an important role in allocating the resources and researchers aim
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to improve scheduling algorithms to decrease the requests completion time which reduces
energy consumption and avoids SLA violations. Blockchain technology has flexibility and
security for transactions which would help to schedule the resources efficiently. (Buyya
et al.; 2017)

1.1 Motivation and Background

International Data Corporation (IDC) has stated that 8.5 million DCs and more are op-
erating globally and consumes a huge amount of energy to power these DC. (Mastelic
et al.; 2015). According to the surveys conducted by Columbus (2017) and Stamford
(2017), nowadays cloud organizations invest nearly $200 billion yearly and would even-
tually increase up to $240 billion by 2025. In the cloud, task scheduling is one of the
oldest issues as it is related to various factors. Many algorithms were built to improve
scheduling that would help in improving the Quality of Service (QoS) and other paramet-
ers. In the existing research papers, researches carry out their work using the CloudSim
Simulator tool to build a virtual environment to schedule the tasks and evaluate their
work.(Calheiros et al.; 2011) The scheduling is usually performed centrally and then later
the task is distributed to various DCs considering the network-bandwidth cost. The pro-
posed paper aims to schedule the task using the decentralized approach, the blockchain
technology that would allocate the resources efficiently by consuming less energy that
would eventually help in reducing the energy cost.

Figure 1: Investment in cloud computing
Columbus (2017) and Stamford (2017)

1.2 Project Specification

This research paper tries to resolve the issue of energy cost to task scheduling in cloud
computing. The implementation relies on the CloudSim toolkit and Blockchain using
Visual Studio. CloudSim is used to build virtual DCs and Virtual Machines (VMs)
whereas Visual Studio is used to build a blockchain network, nodes, and smart contracts.
The research question for the proposed paper is mentioned below.
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1.2.1 Research Question

The current issues in relation to task scheduling are energy cost in task scheduling, Overall
completion time (makespan), execution time, SLA violations, request rejection rate, DC
over-load and under-load issues, and energy efficiency.
RQ: Can energy cost of task scheduling be reduced in cloud computing using blockchain?

1.2.2 Research Objective

The research question addresses the following objectives: Objective 1: Implementation
of virtual DC environment using CloudSim and designing a blockchain network using
Visual Studio, Objective 2: Queuing tasks on the basis of shortest length to reduce
the waiting time, Objective 3: Scheduling task on a decentralized network to the least
loaded DC, Objective 4: Calculating the energy of the DC and its total cost, Objective
5: Analyzing the research question by comparing it with existing work, and Objective 6:
Documentation for NCI research report along with a configuration manual.

1.2.3 Research Contribution

The proposed research contributes: Reviewed results of the existing work, working on
CloudSim to build DCs and VMs, the building of blockchain network, calculating the
cost and the energy, and evaluating the results based on analysis of the proposed work.
The paper is structured in following sections: Section 2 describes a critical review of
task scheduling to reduce the cost at DC level and server level It also discusses the
implementation of various blockchain technologies in cloud computing. Section 3 presents
the methodology of the proposed paper, Section 4 presents the implementation carried out
to perform the research. Section 5 justifies the evaluation of the experiments performed.
Section 6 defines the conclusion of the proposed paper and provides future work.

2 Related Work

Task scheduling in CDCs aims to decrease the energy consumption by improving its
efficiency and reducing the overall cost incurred. Various task scheduling algorithms help
to improve the energy efficiency by improving various parameters such as total completion
time, total wait time, execution time, makespan and QoS.(Lokhandwala; 2018). The task
scheduling can be improved at DC level and server level.

2.1 Task scheduling at DC level

In Hussin et al. (2011), proposed a deadline based priority algorithm that helped in im-
proving the energy consumption and reduce the SLA violations. The priority scheduling
worked beneficial in managing the workloads in Large Distributed System (LDS). Also,
Amalarethinam and Kavitha (2017) proposed a meta-task scheduling algorithm. The
task was scheduled on the user’s priority. The high priority task was scheduled on the
basis of the Min-Min algorithm whereas the normal prioritize tasks were scheduled on the
basis of the Max-Min algorithm. This approach reduced the overall completion time and
improved the resource utilization. Agarwal et al. (2014) proposed a generalized priority
algorithm that assigned tasks to VMs on the basis of its task size. The tasks with high
size had the highest priority. Er-raji et al. (2017) proposed a QuickSort algorithm. The
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tasks were sorted on the basis of their length in a descending order and VMs were sorted
on the basis of their Millions of Instructions Per Second (MIPS).

Alworafi et al. (2018) proposed a budget constraint scheduler. This task scheduling
algorithm significantly reduced the network, bandwidth and the storage cost. In Sanjeevi
and Viswanathan (2017), the task was prioritized on the urgency and non-urgency basis.
The proposed algorithm reduced the total completion time. Alla et al. (2016) proposed a
Dynamic Priority Queue (DPQ) algorithm that improved the throughput, user’s perform-
ance, and the load balancing. In Rani and Suri (n.d.), a unique search approach for task
scheduling is proposed which is based on the Ant Colony Optimization (ACO) algorithm.
The proposed algorithm reduced the makespan and improved the overall performance.

2.2 Task Scheduling at Server Level

This section describes the review of the existing work carried out to improve task schedul-
ing at the server level.

Zhang et al. (2018) proposed a heuristic algorithm that prioritized the tasks on the
basis of its deadline. The tasks with the loose deadlines were postponed without running
more Physical Machines (PMs). This helped in reducing the VM overhead occurring dur-
ing migration. The approach of placing VMs efficiently significantly reduced the energy
consumption. Khosravi et al. (2017) proposed a dynamic approach to task scheduling.
The resources were allocated to DCs and VMs running on green energy. This approach
reduced VM migration issues and the energy cost consumed. In Manzoor et al. (2017),
concluded a qualitative analysis that, energy consumption improvement relies on two
factors namely VM allocation and VM scheduling. Deadline and cost constraints provide
optimal results for the above two factors and help to improve energy efficiency.

2.3 Blockchain in cloud computing

This section discusses the existing work in cloud computing using blockchain.
Yang et al. (2017) proposed the benefits of blockchain in cloud computing for reducing

the energy internet. The author briefly explains the working of the blockchain, consensus,
and smart contracts. Also, a new approach to task scheduling was introduced. Xu et al.
(2018) used this decentralized technology to minimize the energy consumption cost in
task scheduling. The author used the concept of mining to calculate the energy cost. In
this approach, the authors did not apply the Proof of Work (PoW), as the tasks were
allocated to the DCs on the basis of First Come Fist Serve Scheduling.

2.4 Conclusion

Many task scheduling algorithms are developed to improve the energy consumption in a
CDC. These algorithms help to improve the scheduling by minimizing the overall com-
pletion time, the wait time, the execution time etc. Also, Blockchain is feasible for
transactions in a decentralized environment. In this paper, the aim is to utilize the
blockchain to task scheduling and reduce energy consumption.
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3 Methodology

3.1 CloudSim

CloudSim, a simulator tool used to develop a virtual environment for the cloud com-
puting. Calheiros et al. (2011) In Figure 2, the layered architecture of the CloudSim is
described. It provides support to functions such as task scheduling, Task allocation, VM
migration, Load balancing, and communication between different entities in the Data
Center such as Hosts, VMs, data center, broker, and cloudlets.
The main benefit of the CloudSim tool is its flexibility and time effectiveness. Many
researchers utilize the CloudSim for conducting their experiments and evaluate the res-
ults. The key components of the CloudSim related to the proposed work are Cloudlets,
DataCenterCharacteristics, DataCenterBroker, Network Topology and Virtual Machines.

1. Cloudlets: The cloudlets define the tasks performed in a Data center. The following
parameters of the cloudlets are input, output size, and length of the tasks.

2. DataCenter Characteristics: This class stores information about the resources in
the DC.

3. DataCenterBroker: This class acts as an intermediary between the cloud user and
the cloud provider. This class maintains the QoS requirements.

4. Hosts: This class is responsible for assigning the physical resources like CPU, VM,
and Memory.

5. Virtual Machine: This class is responsible for allocating the resources to a VM
based on its capabilities.

6. Network Topology: This class stores information about network topology in the
cloudsim simulation.

Algorithm for task scheduling
Input: Task List
Sort: Sort the task list in ascending according to their shortest length
For all tasks in the Sorted List do

Schedule the task to the VM
If the current task length = next task length then
Sort the task according to their arrival time
End If

End for

3.2 Blockchain Network

The proposed paper focuses on implementing blockchain to schedule tasks in the cloud
to reduce the energy consumption. Xu et al. (2018) used the FCFS scheduling technique
to allocate the tasks. This eliminated the need for the scheduler. Later, a DC blockchain
network was implemented and the tasks were assigned to the least loaded DC. By using
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Figure 2: CloudSim Architecture
Calheiros et al. (2011)

RL technique, energy cost was calculated and the approach was compared with Round
Robin (RR) and Max-Min algorithm.

The proposed research paper tries to replicate the work proposed by Xu et al. (2018).
However, to minimize the total wait time of the requests, tasks are scheduled using
Shortest Job First (SJF) Algorithm. Later, a blockchain network is created. The block
stores the following information of the Data centers created such as ID, Timestamp,
Previous Hash, and Data.

1. ID: This defines a unique ID for each DC.

2. Timestamp: This defines the current time and date of the block during its creation.

3. Previous Hash: This stores the hash of the previous block linked to it.

4. Data: The ’Data’ represents the load of the data center to be stored.

In Figure 3, Multiple DCs form a network and each node(block) is created by defining
the above parameters. Lokhandwala (2018)

3.3 Smart Contracts

Smart contracts are generally the code of the blockchain network that allows transactions
when a requirement is fulfilled. In Blockchain, we write smart contracts using solidity
(Python or JavaScript). The proposed paper creates a smart contract that helps to check
the load of the data center stored inside the block. The smart contracts assign tasks to
those Data center that has the least load. In figure 4, the working of the smart contract
is explained. Lokhandwala (2018)
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Figure 3: The Blockchain network

Figure 4: Working of Smart Contract
Lokhandwala (2018)
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Table 1: Data Center Configuration
Data Center

Parameters Specification
System Architecture x86
Operating System Linux
Virtual Machine Mon-
itor (VMM)

Xen

Table 2: Host Configuration
Host

Parameters Specification
Host ID 0
RAM 2048MB
Storage 1000000
Bandwidth 10000

3.4 Conclusion

In this section, a brief description of the methodologies is discussed. A detail information
about the implementation of the research project is discussed below.

4 Implementation

4.1 CloudSim Setup

The proposed research paper used CloudSim 3.0.3 to analyze the algorithm. This simu-
lator helps to test various algorithms for task scheduling, load balancing, virtual machine
allocation algorithms etc and other issues of the cloud computing. The benefit of this
simulator is that the faults can be known prior by testing the work in a simulating en-
vironment rather than real-time implementation.

The proposed experiment was performed on Intel i7 core processor, Windows 10 plat-
form. The parameters used in this experiments were Data Center, Virtual Machine, Host,
and Cloudlets. The configuration of each parameter is defined in the tables 1 , 2, 3, and
4.

Table 3: Virtual Machine Configuration
Virtual Machine

Parameters Specification
VM size 10000
RAM 512MB
MIPS 1000
Bandwidth 1000
No. of CPU 1
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Table 4: Cloudlet Configuration
Cloudlet

Parameters Specification
Length 1000
File Size 300
Output Size 300

4.2 Experiment 1: Scheduling Tasks using SJF algorithm

This paper evaluates the technique of scheduling the tasks using the ”Shortest Job First
(SJF)” algorithm. The aim of using this algorithm is to minimize the wait time.
We performed the experiment using CloudSim 3.0.3. In this experiment, we created 1
DC, 1 VM and 40 cloudlets. The algorithm sorts the tasks on the basis of their shortest
length in an ascending order. The length of the tasks are randomly allocated between
1000-3000. The following results were generated as shown in figures 8 9 10 and 11.

4.3 The Blockchain Setup

In this section, we proposed a simple blockchain network with 3 blocks including the
genesis block. It takes parameters such as index, time stamp, previous hash, and data.
The data parameter can store any value. A blockchain network is created which stores
the load of each data center. The index parameter defines the block position, TimeStamp
defines the time and date of the block creation and the PreviousHash stores the previous
hash of the previous block in the current block.
Note: The load of the Data center is not constant.

To carry out the implementation, we use Visual studio code to create our simple
blockchain network. We also validated the block by tampering with the data stored in
one of the blocks. By applying some validation, the blockchain alerts about the changes
by concluding whether the blockchain is valid or invalid. Therefore, this experiment helps
in identifying the security level of the blockchain.

Another test is performed which uses the Proof of Work (PoW) mechanism. To
tamper with a block and to re-calculate the hash of each block could be possible. To
avoid such spamming, PoW is included. This helps in maintaining the difficulty level of
the block by defining the number of zeroes at the beginning of the hash value. The higher
the difficulty level, the longer it takes time to create the blockchain.

4.4 Experiment 2: Creating the Blockchain network

In this experiment, we use Visual Studio code to create the Blockchain network. Let’s
assume that we have created a blockchain network that stores information of 3 geograph-
ically distributed DCs. We define parameters such as Index, TimeStamp, PreviousHash
and Data that stores the total load of the DC. We create a genesis block and add two
other block that specifies a random number that defines the load of the DC. The following
output was obtained as shown in figure 5.

The first block with index 0 is the Genesis Block and has no previous hash. The other
two blocks have the previous hash parameter and some data stored in it that defines the
load of the DC.
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Figure 5: Creating the Blockchain network
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4.5 Experiment 3: Validating the blockchain network

In the experiment, we tamper the data of block 1 and try to validate the blockchain
network. If the blockchain network has not tampered, it returns true else false. Even
if the hash of the block is re-calculated, it stills indicates that the blockchain network
is not valid. In figure 6, the output indicates that the block was valid at first. Later,
it identified the alterations and indicated that the blockchain is not valid. This shows
that, when N number of transactions are stored in a blockchain, it could still tamper
some data of the blockchain or re-calculate the hashes of all the blocks and make the
blockchain valid. However, for task scheduling the load of the DC would not be constant.
Therefore, the block should be able to automatically update the load of the DC after
every task executed on it and calculate its load.

Figure 6: Blockchain validation

4.6 Experiment 4: Proof of Work

In this experiment, we use mining to increase the difficulty level of security in the block-
chain network. We set the difficulty level to 3 that adds 3 zero’s at the start of the
previous hash.

4.7 Conclusion

The description of the CloudSim architecture and the Blockchain network helps to achieve
the research objective specified in the section 1.2.2. A detailed conclusion of the experi-
ments performed is discussed in the next section.

5 Evaluation

The aim of the research is to analyze the feasibility of task scheduling using blockchain
in cloud computing. The results are analyzed by conducting the following experiments.
Also, a detailed conclusion and a future work are provided.
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Figure 7: Blockchain validation

5.1 Experiment 1

The CloudSim Simulator schedules the tasks using SJF algorithm to minimize the wait
time by sorting the shortest tasks first. After task scheduling, the tasks are allocated to
the DCs that are linked on a blockchain network.
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Figure 8: Initialization of the CloudSim

5.2 Experiment 2

This paper performs a replication of the work proposed by Xu et al. (2018). Although
the work was carried out on a real-world platform, this paper measures the feasibility
of blockchain to task scheduling in a simulating environment. A blockchain network is
easily created by defining all the parameters and storing the data as well.

5.3 Experiment 3

In this experiment, blockchain was validated by tampering the data. This concludes that
tampering the data within a blockchain could be difficult and therefore blockchain is
widely used for security purposes.

5.4 Experiment 4

The security level is improved by using Proof of Work (PoW), also known as mining. We
re-calculated the hash value by using the nonce parameter. This test shows that once a
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Figure 9: Working of SJF algorithm
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Figure 10: Allocating task to the VM

15



Figure 11: Allocating tasks successfully using SJF algorithm

block is mined, it is nearly impossible to tamper with the data.

5.5 Discussion

From the above experiments, we can conclude that blockchain has many security features
and is more reliable for storing transactions. However, when a large number of transac-
tions are stored in a blockchain network it would become difficult to create new blocks.
It would consume time as well as energy. It is more feasible for imposing securities in a
transaction by increasing its difficulty.

A task scheduling in cloud computing relies on various factors. Using blockchain in
cloud computing for storage is a good option. However, Task scheduling would not be
that feasible as it would just store a large amount of data. But for calculating of load of
DCs after every certain interval would consume a huge amount of energy as well as time.
Also, Blockchain requires few minutes for mining. Therefore, blockchain is more feasible
for security purposes.
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6 Conclusion and Future Work

The main goal of the research was to improve energy efficiency to task scheduling using
blockchain. The CloudSim simulator helped for implementing the SJF algorithm, which
aims to reduce the wait time for other tasks. Scheduling using shortest job first would
eventually reduce the overall completion time but might fail to reduce the SLA violations.
Therefore, In future work, scheduling using deadline-priority would be useful for reducing
SLA violation.

Further, we proposed Blockchain architecture to task scheduling by creating a block-
chain network that links DCs. The tasks are executed on DCs that is least loaded. The
block defines the load of the DC and it needs to be incremented after every certain in-
terval. The limitation of the proposed paper was to develop a smart contract that would
help to choose the DC with the least load and execute the tasks on it. However, we failed
to develop the contract.

The future work for the research paper is to evaluate the proposed work in a real-
time environment to conclude better results to task scheduling using blockchain. Also,
to develop smart contracts that would help to that allocate the task to the least loaded
DCs.
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