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Abstract

The need to analyze user generated data over the web has recently gained im-
portance due to the abundance of knowledge which can be acquired by careful
analysis of such data. Majority of such data is available via online networking web-
sites like Facebook, Twitter, LinkedIn, etc. The data available in such platforms
are in the form of opinions and reviews of products, movies, medications, hotels,
etc. Mining and analyzing of such data has become an important aspect for the
companies to understand the people’s opinion on a particular subject. There has
been enough research done in the application of sentiment analysis across domains
like product reviews, movies, hotels, etc. However, utilization of such methodolo-
gies in the field of medicine has to be given more importance as there are several
studies conducted by United States Food and Drug Administration on the effects of
adverse drug reactions on patients. Studying the effects of commonly used drugs on
patients is important for the pharmaceutical companies to understand the positive
and negative effect of drugs on the patients. The motive of this research project is
to apply machine learning models for the sentiment analysis of reviews posted by
patients to determine the polarity of opinion expressed in the reviews which can be
positive or negative.
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1 Introduction

Sentiment analysis is the process of categorizing the opinion expressed in the form of
text to determine the individual’s attitude on a particular subject. It has been applied
across various fields. In the field of finance, Chan and Chong (2017) proposed a linguistic
approach to perform phrase level analysis on financial texts. In the field of e-commerce,
Liu et al. (2017) proposed a model which utilizes fuzzy set theory with sentiment ana-
lysis for the ranking of products based on their reviews. In the field of infrastructure,
Estévez-Ortiz et al. (2016) employed sentiment analysis to analyze the opinion of people
expressed in social networking sites, micro-blogging, crowd sourcing platforms and multi-
media platforms to study their attitude towards the local government of smart cities. Ali
et al. (2017) proposed fuzzy-ontology based sentiment analysis techniques and semantic
web rule language decision making to address traffic congestion problems.

1.1 Importance of sentiment analysis in medical field

There are several studies focusing on adverse drug reactions on patients. There have
been multiple identified cases where individuals were being hospitalized because of the
unexpected responses from the medications prescribed to them. According to the study
conducted by Jolivot et al. (2016) on a subset of patients admitted to ICU of a medical
firm in France between February 2013 and 2014, 23.3% of 743 admissions to ICU were
due to adverse drug reactions. Out of which 13.7% cases were preventable adverse drug
reactions which resulted in total of 528 days of hospitalization in ICU incurring the costs
of about e747,000. Although pharmaceutical organizations test the impact of medica-
tions before releasing them to the public, some drugs show undesirable effects only just
when they are consumed for longer periods. Such effects are not captured by the drug
manufacturers.

In a meta-analysis conducted by Miguel et al. (2012) on several health-related data-
bases consisting of data on 18,818 patients, about 16% of patients incur adverse drug
reactions during hospitalization. In a survey conducted by Gavaza et al. (2011) on the
pharmacists of Texas reported that about 67.9% of the pharmacists never reported the
adverse drug reactions to the FDA and about 65.7% pharmacists lacked the knowledge
of reporting procedures on such events.

A study performed by Kumar (2017) stressed upon the importance of pharmacovi-
gilance which is defined by World Health Organization as “The science and activities
related to the detection, assessment, understanding and prevention of adverse effects and
other drug-related problems” (Organization et al.; 2002). The author argued that it is
necessary to study the adverse effects caused by medications and how it impacts the
patients. According to the 8 year study conducted by Shepherd et al. (2012), the number
of deaths due to adverse drug reactions steadily increased between 1999 to 2006 with an
average death rates ranging from 0.08 to 0.12 per 100,000 people and trended upward for
8 year period.



Additionally, there are numerous health-related forums and blogs such as askapa-
tient1, WebMD2, drugs.com3, druglib.com4 which act as a platform for the patients to
post their experiences on medications. Such information carry valuable insights which
can be analyzed to determine the side effects of drugs on different patients with different
health conditions and improve the drug accordingly.

1.2 Background

Ensemble models have been used to perform sentiment analysis of reviews on
products of e-commerce websites.Many studies have reported getting better classifica-
tion accuracy by using such models. However, there are only a few studies which utilize
ensemble models to analyze the reviews on medications.

Ensemble modeling is a technique of weighing individual opinions and combining them
to arrive at a final decision (Polikar; 2006). These techniques have been successful in im-
proving the accuracy of machine learning models by training several individual classifiers
and combining them to improve the overall predictive power of the model. They utilize
several weak classifiers by combining them in some manner to obtain the result either by
performing weighted average or majority voting of the individual classifiers to improve
the overall accuracy of the model when compared to the accuracy obtained by using a
single classifier.

Figure 1: Illustration of Ensemble model by Chou and Lin (2012)

This research project aims at employing ensemble models in the sentiment analysis
of reviews on medications and determine which combination of machine learning models
give the best performance in terms of classification accuracy.

1http://www.askapatient.com/
2http://www.webmd.com/
3https://www.drugs.com/
4http://www.druglib.com/
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2 Related Work

There are few studies which focus on applying sentiment analysis techniques using
machine learning models. Whitehead and Yaeger (2009) proposed cross domain sentiment
mining model where a model trained in a particular domain can be used as a classifier
for the different domain. Data in the form of reviews for different subjects like camera,
laptops, summer camps, lawyers, drugs, radio, restaurant and television were chosen for
the study. Support Vector Machine (SVM) was used as a base classifier. To test the
performance of classifier trained in one domain and its classifying power in another do-
main, a new SVM classification model was trained for each model and was used to test
the model on the rest of the dataset with a K-fold of 25. The classification accuracy
was calculated as the average of K-fold tests. By building two different ensembles where
one used simple majority vote of its component models for each new classification and
another used weighted majority votes, the authors demonstrated that it is possible to im-
prove the accuracy by selecting the cross-domain models with lexicons similar to target
domain lexicon. This work demonstrated that it is possible to deploy a model trained in
one domain to a different domain and achieve an acceptable accuracy in classifying the
sentiment.

In a similar study involving the utilization of ensemble models, Whitehead and
Yaeger (2010) performed sentiment analysis on the dataset incorporating the reviews
on cameras, restaurants, laptops, etc. employing a single SVM and bagging, boosting,
random subspace and bagging random subspace methods which used SVM as their base
model for bench-marking. K-fold cross validation with 10 folds was done to acquire the
result. The results indicated ensemble methods as the better performers compared to
single base classifier in terms of accuracy.

Ali et al. (2013) conducted sentiment analysis on reviews posted on hearing loss for-
ums using naive bayes, SVM , logistic regression with lemmatization. Further analysis
was carried out using traditional bag of words approach. A bag of words approach is
the process of extracting features from the text, it involves extraction of words and their
frequency of occurrence in text. The words are assigned a score based on their polarity.
The two methods were compared; in each of the test cases, machine learning algorithms
outperformed the bag of words approach. SVM gave the best performance with the over-
all agreement of kappa 0.64 which is a good agreement with the model according to the
study by Landis and Koch (1977). This study showcased that machine learning methods
can perform better when compared to existing traditional sentiment analysis methods.

A study conducted by Na and Kyaing (2015) proposed a linguistic approach in clause-
level sentiment analysis of drug reviews on the WebMD forum. This method divided
each sentence into dependent and independent clauses. Stanford parts of speech parser
(De Marneffe et al.; 2006) was employed to construct a tree like structure from the clauses
obtained. The extracted data from the website was manually labelled as positive, neg-
ative or neutral. For bench-marking purpose, a SVM-1 with bag of words approach and
SVM-2 with additional linguistic bi-gram feature were developed. Although the accuracy
of the linguistic approach was better than that of single SVM model, they encountered
issues in the form of misclassified clauses, lexicon error, metamap error, user text error,
etc. Additionally, separating the misclassified clauses and tagging of classifiers increased



the manual workload.

Mishra et al. (2015) performed analysis on medications by building a model which
captures and incorporates the common issues faced by patients while on medication by
crawling through the website. It performed sentiment analysis on such reviews at an
aspect level using corpus like MedDRA (Wood; 1994) and SIDER (Kuhn et al.; 2010)
to gather a list of medical terminologies. Clustering was employed to group the reviews
based on the frequency of their occurrence. The sentiment analysis performed with SVM
as the base classifier could only achieve the accuracy of 59% which was low due to the
imbalance in the polarity of reviews as there were more number of negative than positive
reviews. Also, the size of the data used for analysis was also small which resulted in
model achieving low accuracy.

Siddiqua et al. (2016) proposed a rule based classifier by training the model us-
ing Bag of Words along with probabilistic Naive Bayes using 1.2 million tweets acquired
from the Stanford twitter dataset (Go et al.; 2009) they concluded that employing feature
selection with rule based classifier can have significant improvement in the accuracy of
classifying the sentiment.

In a study conducted by (Jianqiang; 2016) where in prior polarity scores and n
gram features were combined as a feature set of the tweets. This feature set was util-
ized for an ensemble of classifiers including SVM, Logistic regression and random forest.
This model was benchmarked with n gram as the baseline. Experimental results showed
ensemble models performed better with accuracy of 86% with logistic regression thus
indicating that ensemble models perform better compared to single baseline model.

Salas-Zárate et al. (2017) proposed an model which incorporated aspect based senti-
ment analysis based on ontological methods on diabetic disorders, the proposed method
involved the accumulation of tweets on diabetes which were manually tagged as either
positive, negative or neutral by a group of experts which were benchmarked with the as-
pect level sentiment analysis conducted using N-gram before, N-gram around and N-gram
after methods where: N-gram before involved extraction of n grams before the aspect,
N-gram after involved extraction of n grams after the aspect and N-gram around involved
the extraction of n grams before and after the aspect. The results obtained rated N-gram
around as the most efficient model compared to the rest. The downside of this approach
involved manual tagging of large number of tweets.

In a survey conducted by Hadi et al. (2017), the authors propose that pharmacists
have a noteworthy part in detailing Adverse Drug Reactions (ADR) and investigated the
present situations of ADR across several nations and led a survey of various situations
experienced by the drug specialists. They conclude that information gap is the real ex-
planation behind a few ADR not being accounted for by the pharmacists.

Perikos and Hatzilygeroudis (2017) employed naive bayes, maximum entropy and
SVM along with an ensemble of classifiers comprising of the above three algorithms to
perform aspect based sentiment analysis of tweets. They proposed a combination of fea-
tures such as bag of words, bag of words with parts of speech tagging, dependency tree,
parts of speech tagging and dependency tree in classifying the polarity of tweet. Two



thirds of data were used to train the classifier and the remaining data was supplied as
test data to measure the performance. Majority voting was used to extract the result
where the prediction made by majority of algorithms is considered as the final classific-
ation. Ensemble classifier was a better performer with 5.8% greater accuracy than the
single base classifier which was SVM. This proposal represented how the combination
of bag of words, parts of speech tagging and dependency tree features can improve the
classification of the model by improving the accuracy.

3 Methodology

The proposed approach for the analysis is shown in Figure 2. Implementation of
the analysis was done using RapidMiner 5 software.

Figure 2: Proposed approach

5https://rapidminer.com/

https://rapidminer.com/


The data in the form of reviews were scraped from the WebMD forum using Octoparse
tool 6. The scraped data consisted of reviews of 70 commonly used medications. Initial
data consisted of about 10000 reviews posted by patients on medications. For the second
analysis, about 80,000 tweets on the drug xanax were collected.

3.1 Data Cleaning

About 3500 reviews were chosen from the medications. To simplify the process of
manually labeling the reviews, lengthy reviews were removed. Also, reviews containing
irrelevant information such as questions and suggestions about the drug, blank reviews
and repeated reviews were removed.

Twitter data was cleaned by removing duplicate tweets, tweets with links containing
the sale of drugs online and empty tweets. The cleansed data contained about 20,000
tweets.

3.2 Data Labeling

This phase involved carefully going through the reviews and labeling them as either
positive or negative. Each review contained the effectiveness rating, ease of use rating,
satisfaction rating and the patient’s comment on the drug, where: effectiveness is whether
the drug has worked for the patient, ease of use is how easy it is to use the drug and
satisfaction is whether the patient has had a good experience with the drug.

Firstly, the entire review was gone through to get an understanding of whether if it
was positive or negative. Then, the review was labelled with respect to the satisfaction
rating as effectiveness and ease of use rating did not contribute in categorizing the reviews.

From an analysis of the reviews it was found out that in some cases, patients who had
a negative experience with the drug had given a positive rating. Also, patients who had a
positive experience with the drug rated it poorly. Na and Kyaing (2015) and Yalamanchi
(2011) also reported these issues in their study as this is a common phenomena while
mining review data. Such instances are called opinion spam, this concept was first intro-
duced by Jindal and Liu (2008). There are few studies which have focused on identifying
opinion spam. Chen and Chen (2015) proposed binomial regression model in identify-
ing the product reviews which have anomalous proportions deviating from the majority
opinion. Lin et al. (2014) proposed supervised technique coupled with threshold based
solution in the identification of opinion spam on product reviews. In this analysis, such
reviews were labelled solely on the comment made by the patient.

To provide the training data for machine learning models, 2400 reviews were manually
labeled with equal number of positive and negative reviews. As there were no readily
available labelled dataset on the medicine domain, a subset of tweets collected were
manually labelled for the purpose of training the machine learning models. The training

6https://www.octoparse.com/
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data for twitter analysis of xanax consisted of 1585 tweets with 629 negative, 790 neutral
and 166 positive tweets.

3.3 Data Preprocessing

For the purpose of training the machine learning model, The data had to undergo several
preprocessing steps. They were:

Nominal to Text: In order to perform text processing, the data was converted from
nominal to text values.

Transforming cases: The entire reviews were converted to lower case to avoid am-
biguity.

Tokenization: The text in the reviews were broken down into constituent words
with each word being termed as a ’token’. Tokenization removes unwanted symbols and
punctuation marks which have no meaning. Also, tokenizing is done to construct a Term
frequency - Inverse document frequency (TF-IDF) dictionary for constructing n grams.
Term frequency is the number of a times a word appears in a document and inverse docu-
ment frequency is how much information that a word provides and is generally calculated
as logarithmic quotient of total number of documents by the number of documents con-
taining the word.

Filtering Stopwords: Words such as a, an, the, if, etc. were removed as they do
not carry any value in the analysis.

Filtering Tokens: Tokens with length lesser than three and greater than twenty
were filtered out to remove unwanted characters.

Stemming: The remaining words were converted to their root word or stemmed.
For example, running will be converted into run, eating will be converted into eat. The
purpose of stemming is to group similar words together by converting them into their
root word. Stemming process reduces the size of vocabulary and hence decreases the
redundancy of word occurrence. For this analysis, porter stem algorithm (Porter; 1980)
was used as it is widely employed stemming algorithm for sentiment analysis.

3.4 Choosing the Model

The below machine learning algorithms were used to build the model as Whitehead
and Yaeger (2009), Sharma and Dey (2013), Perikos and Hatzilygeroudis (2017), and Sid-
diqua et al. (2016) successfully employed these algorithms in their work which involved
analysis of similar data.



1. Support Vector Machine

Support Vector Machine (Cortes and Vapnik; 1995) is a supervised learning algorithm
used for classification and regression. It is a non probabilistic binary classifier which builds
a model and assigns examples to one of the two categories. It works by building two par-
allel hyperplane separating the two classes of data such that the distance between them
is large as possible. The region bounded by the two planes is called as margin.

2. Decision Tree

Decision Tree (Quinlan; 1986) is also a supervised learning algorithm used for clas-
sification. It works by creating a model to predict the value of target variable based on
the input variable. There are two types of decision trees: classification and regression
tree. Classification tree works on categorical variables and regression trees predicts the
outcome which can be real number. It works by splitting the classification set into subsets
in a recursive manner called recursive partitioning. The process is stopped when splitting
no longer contributes to predictions and the subset at a node has all the values of a target
variable.

3. Random Forest

A Random Forest (Liaw et al.; 2002) is an ensemble learning algorithm which builds
multiple decision trees by selecting random subsets of training data. It overcomes the
problem of over-fitting by decision trees. It works by averaging different decision trees
built on different subsets of training data, hence reducing the variance. However, there
can be an increase in bias and interpretability as a trade off for increased accuracy.

4. Naive Bayes

Naive Bayes (McCallum et al.; 1998) is a family of classification algorithms which
work on the same principle that every feature to be classified is independent of the value
of rest of the features. Each feature contributes independently to the probability of a
particular class regardless of the correlation between the features. It is primarily used in
document classification applications.

5. Generalized Linear Model

Generalized Liner Model (McCullagh; 1984) is an extension of liner model where
dependent variable is linearly related to the factors as well as the covariates via link
function. Unlike linear regression, it allows the dependent variables to follow non normal
distribution. The algorithm has three components: random component, systematic com-
ponent and link function. Random component refers to the probability distribution of
response variable, systematic component specifies the linear combination in explanatory
variables and link function specifies the link between random and systematic components.



6. Adaptive Boosting (AdaBoost)

AdaBoost(Freund and Schapire; 1995) is a machine learning algorithm which is used
in conjunction with other algorithms to increase the classification accuracy. Initially, a
base algorithm is chosen and the training examples are assigned equal weights. After each
iteration, the weights of incorrectly classified examples are increased and the process is
repeated. The resulted obtained is the weighted sum of the learners. This algorithm is
very useful in training weak classifiers.

7. Bootstrap Aggregation(Bagging)

Bagging (Breiman; 1996) decreases the variance in prediction by generating different
subsets of training data with same cardinality. Some subsets can contain repetitions of
examples. Different models are built on different random subsets of data. Finally, voting
mechanism is employed to get the final prediction from all the models.

4 Implementation and Results

In order to test the models, Cross validation was chosen as they split the training
data into chunks of equal length and after each iteration, different splits of data are
chosen as training and test data. The purpose of choosing K-fold cross validation over
split validation is because it overcomes high variance by splitting the training dataset
into k subsets. Also, every subset is chosen as the test data at some point over different
iterations thereby reducing the variance.

For the model built for the analysis, K-fold cross validation with the K values 6,8,10,12,15
and 20 were applied and models were tested. The accuracy obtained for the value K=10
was higher compared to other values of K.

For sampling the data, three different sampling types were tested: linear sampling,
shuffled sampling and stratified sampling. Linear sampling divides the training data into
partitions without changing the order. Shuffled sampling builds random subsets of train-
ing data and stratified sampling also builds the random subsets of training data with an
additional factor that it maintains the class balance in every subset.

Out of three sampling types, shuffled sampling gave the best results and hence it was
chosen.

The results obtained from the respective models for 2400 reviews with 10 fold cross
validation and shuffled sampling are reported in terms of accuracy, precision and recall.
They are defined below:

Accuracy: It is the ratio of correctly predicted observations to the total total obser-
vations and is calculated by the formula:



Accuracy(A) :
tp + tn

tp + tn + fp + fn
(1)

Precision: It is the ratio of correctly predicted number positive classes to the total
number of positive predictions and is calculated as:

Precision(p) :
tp

tp + fp
(2)

Recall: It is the ratio of correctly predicted positive classes to all the observations in
the positive class and is calculated as:

Recall(r) :
tp

tp + fn
(3)

F1-Score: It is also a measure of model’s performance, it provides a balance between
precision and recall by calculating their weighted harmonic mean. It is calculated as:

F1-Score(F) :
2(p)(r)

p + r
(4)

Where: tp is the correctly predicted positive review, tn is the correctly predicted
negative review, fp is when the actual review is negative but predicted as positive and
fn is when the actual review is positive but predicted as negative respectively.

Algorithm Accuracy(%) Precision(%) Recall(%)
Support Vector Machine 70.45 75.17 61.02
Random Forest 47.31 47.74 60.29
Decision Tree 52.85 67.65 39.18
Naive Bayes 62.86 62.74 61.79
Generalized Linear Model 73.37 72.72 74.85
Ensemble(SVM,GLM, Decision Tree) 70.57 75.49 63.64
GLM(AdaBoost) 69.57 68.66 71.86
Bagging(GLM) 74.65 74.13 75.9

Table 1: Results for Sentiment Classification of Review Data

As seen in Table 1 it is evident that Generalized Linear model with bootstrap aggreg-
ation has the best performance with the accuracy of 74.65% and F1-Score of 0.75.

The second part of this research aimed at answering the question: Is it possible to
make use of tweets on medications instead of reviews to determine the sentiment of people
on different medications?



For this purpose, tweets on the drug xanax were collected and sentiment analysis was
performed. The analysis was limited to the drug xanax as it was not possible to retrieve
suitable number of tweets for other drugs to perform an analysis.

The training data consisted of 1585 tweets with 629 negative tweets, 790 neutral
tweets and 166 positive tweets. The number of positive tweets were relatively small due
to the death of a celebrity rapper of xanax overdose which resulted in majority of negative
tweets condemning the medication. Cross validation was performed by choosing different
values of K (6, 8, 10, 12, 15 and 20). The accuracy obtained for 10 folds was greater
than rest of the values of K. The results obtained are reported in terms of Accuracy and
Kappa Statistic since this analysis involved multiclass classification.

Algorithm Accuracy(%) Kappa
Support Vector Machine 66.47 0.387
Random Forest 50.00 0.004
Decision Tree 50.94 0.042
Naive Bayes 54.73 0.276
Generalized Linear Model 66.16 0.368
Ensemble(SVM,GLM, Naive Bayes) 66.72 0.394
SVM(AdaBoost) 66.28 0.384
Bagging(SVM) 65.97 0.376

Table 2: Results for Sentiment Classification of Tweets

As seen in Table 2, the ensemble model consisting of SVM, GLM and Naive Bayes
achieved the highest accuracy of 66.72% with Kappa statistic of 0.394 which is close to
0.4 signifying a moderate agreement with the model in accordance with Landis and Koch
(1977) .

5 Evaluation

The models with highest classification accuracy for patient reviews and twitter data
were chosen to classify the reviews and tweets of xanax respectively. Visualization was
done using Tableau 7. Initial analysis revealed that there were more female reviews than
compared to males.

5.1 Case Study 1

In this case study, the predicted polarity of the xanax reviews were categorized by
the age group and gender.

As seen from Figure 3, we can observe that there are more reviews for the females
with age range 35-44 and males with the age range 45-54. Also, there are more negative
reviews from females compared to males with an average of 15.5 negative reviews among
males and 28.8 negative reviews for females across all the age groups. Females with age
group 13-18 are significantly higher than males in terms of usage of the drug.

7http://www.tableau.com/
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Figure 3: Distribution of polarity by Age and Gender

According to a study done by Woodlock (2005), females make up 70% of prescribed
anti depressant consumption and are suffering from mental distress at twice the rate of
males. The author also stated that marketing of antidepressant drugs are primarily aimed
at female audience. In another study done by Green et al. (2009), the author reported
that women were more likely to report the use of prescription opioid (29.8% females vs.
21.1% males) and abuse of any prescription opioid (15.4% females vs. 11.1% males).
The data for this study was collected from the Addiction Severity Index Multimedia Ver-
sion Connect (ASI-MV Connect) database between November 2005 to April 2008. These
studies support the gender bias in the reviews.

Figure 4: Distribution of Polarity



As seen from Figure 4, the predictions obtained from the model had comparatively
more positive than negative reviews. The average rating of xanax in WebMD forum is
4.47 out of 5 suggesting that it is a helpful drug for the patients. For the purpose of
verification, the ratings for xanax was recorded across different web forums. They were:
3.9 out of 5 in askapatient website, 8.19 out of 10 in druglib website, 8.9 out of 10 in
drugs.com website indicating that patients see this as an useful medication across web
forums.

5.2 Case Study 2

For this case study, the distribution of polarity was analyzed by the different condi-
tions the medications was used.

Figure 5: Distribution of Polarity by Condition and Gender

As seen in Figure 5, the distribution of sentiment is similar for both genders for
different conditions with more cases of anxiousness associated with depression, Panic
disorder and Repeated episodes of anxiety. From this distribution we can infer that most
of the patients irrespective of gender take xanax for anxiety related issues. According to
the study done by Stahl (2002), despite the limitations of benzodiazepines, they are still
widely used along with serotonergic antidepressants for the treatment of anxiety disorders.
Xanax was the most prescribed drug for anxiety with 31 million prescriptions and was the
top prescribed medication for anxiety. Benzodiazepines are class of agents that directly
affect central nervous system and are usually used in the treatment of anxiety, sleep
disorder, seizures and panic disorder. Xanax is a part of the list of benzodiazepines and
is the most commonly prescribed medication for anxiety.



5.3 Case Study 3

In this case study, the distribution of reviews with respect to the condition and age
were analyzed.

Figure 6: Reviewers by Condition and Age group

As seen from Figure 6, for all the conditions, the age group 45-54 has most number
of reviews. However, there are significantly more reviewers for the age group 25-34 and
35-44 for Panic disorder and repeated episodes of anxiety.

Figure 7: Reviewers by Condition and Gender



From Figure 7, we can see that there are more cases in panic disorder and anxiety
related issues, females have more number of reviews compared to males in such cases.
According to Anxiety and Depression Association of America (Skarl; 2015), 3.1% of the
population of the United States suffer from Generalized Anxiety Disorder and it is ob-
served as twice as common in women than men. Additionally, Enoch et al. (2003) in their
study stated that women are more prone to anxiety than men. The study was conduc-
ted on two separate group of participants: 149 predominantly Caucasian individuals (92
women, 57 men), and 252 Plains American Indians (149 women, 103 men). They argued
that lower activity in a particular genotype was associated with higher anxiety scores in
women.

5.4 Case Study 4

This case study is the analysis done on the twitter data. The ensemble model
consisting of GLM, SVM and Naive Bayes were used to classify about 20,000 tweets.

Figure 8: Distribution of Condition and Polarity

As seen in Figure 8, it is evident that there is a majority of negative tweets and very
few positive tweets, this is due to the reason that the tweets were collected during the day
at which a celebrity rapper died due to an overdose of xanax and hence many reviews had
a negative flavor in them opposing xanax. As the most number of tweets were addressing
the death of the celebrity, it was not possible to filter such tweets and retain sufficient
tweets to perform analysis.



Figure 9: Commonly used words in tweets

The most commonly used words as seen in Figure 9 include lil peep which is the
name of the deceased celebrity. There are other interesting words like abusing xanax,
xanax coke, pops xanax daily, makes kid take, xanax culture which indicate that the
drug is being abused along with other drugs and alcohol by the teenagers. According
to the study done by Compton and Volkow (2006), there has been an increase in cases
of prescription drug abuse. Also, they state that there were high rates of abuse among
teenagers in United States. In another study, Rome (2001) reported that alcohol is the
most abused drug with one in every 5 teenagers consuming it by the end of their high
school, 52% by eighth grade. Also, marijuana is the second most widely used drug with
17% of 8th graders, 32% of 10th graders, and 38% of 12th grade students reported using
it at least once.

Also, some of the tweets contained links which were discarded for the analysis. Upon
further analysis it was found that those links referred to the sale of drugs online. This
issue was addressed by Katsuki et al. (2015) in their study of twitter data to monitor the
sale of illicit drugs online without prescription. From their analysis of 2,417,662 tweets, a
document term matrix was generated to extract frequently appearing drugs in the tweets.
Xanax was fourth in the list appearing in 36,486 tweets. The URLs captured from the
tweets reported the sale of drugs including Ativan, Ambien, Lunesta, Valium, and Xanax.
The authors argued that it necessary to analyze twitter data to identify and analyze the
abuse of prescription drugs and promotion of non-medical use of prescription medications



(NUPM) online by the youth.

6 Conclusion and Future Work

This research project evaluated the application of machine learning approaches in
sentiment analysis of medicine reviews and how ensemble models increase the accuracy of
classifying the polarity of reviews by utilizing specialized learners. Different combination
of machine learning models were tested to determine which models give the best accuracy.

This research has several findings:

1. There is a difference in opinion of people on the medication across different plat-
form. This issue could not be properly addressed due to majority of tweets directed
towards the death of the celebrity which resulted in more number of negative tweets on
the drug. It was not possible to filter out such tweets as the volume of tweets were not
sufficient to perform analysis.

2. Some reviewers rated the drug highly but had a bad experience on the drug while
some reviewers gave a poor rating and their comment indicated a positive experience.
Such reviews are called opinion spam. Na and Kyaing (2015) and Yalamanchi (2011) also
reported about this issue in their study. Such instances can impact the study negatively.

3. More females experience anxiety related disorders than men. And xanax is mostly
used to treat anxiety related issues. The studies done by (Skarl; 2015) , Enoch et al.
(2003) and Stahl (2002) also reported these issues.

4. From the analysis of twitter data it was found that teenagers are abusing xanax
along with other substances like alcohol, marijuana and coke. The studies done by
Compton and Volkow (2006) and Rome (2001) also reported the abuse of prescription
drugs by teenagers in United States.

There are several gaps that needs to be addressed as part of future work. They are:

1. Further investigation is required in the identification of opinion spam in the drug
reviews. Existing works focus on identifying opinion spam across product review web-
sites. More focus must be given on identifying such problems across medical domain.

2. This project aimed at finding out the relationship between the review data on web
forums and the tweets on medications. However, due to the death of a celebrity of an
overdose, it was not possible to correlate the relationship between reviews and tweets as
there were more number of negative tweets addressing the abuse of xanax.

Further study is required to determine whether it is possible to use tweets on med-
ications instead of drug reviews to study the people’s opinion on medications. This is
important because of the availability of twitter data and the people’s willingness to share
their thoughts across social media.



3. There is a need of surveillance of twitter data to monitor the abuse of medications
and the sale of drugs online without prescription. The tweets which were eliminated
from the analysis contained links to the sale of drugs online. This issue was addressed
by Katsuki et al. (2015) in their study of twitter data to monitor the abuse of drugs.
However, further research needs to be done to identify the sale of such drugs and to
prevent youth from abusing prescription drugs for recreational purposes.
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