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Abstract

The present study applies four time series models named TBATS, ARIMA,
Simple exponential time series and Holt method to forecast the solar power gen-
eration in two Indian cities, Delhi and Jodhpur. Since solar power generation is
dependent on solar irradiance hence the later one is forecasted with the help of time
series models and former one with the help of forecasted solar irradiance value. The
ARIMA method outperforms the TBATS, Holt method and Simple exponential by
11 percent, 31 percent and 32 percent respectively. Finally the forecasted values
of ARIMA were used to calculate the total electricity production can be made in
two sites, Delhi and Jodhpur. The difference in production came out to be 7.7
MWH, 36 MWH, 111 MWH and 65 MWH for November, December, January and
February months with Jodhpur being on higher side for all four months

1 Introduction

World is looking to use renewable sources of energy like wind and solar. One cannot deny
the fact that efficiency of these sources rely on weather which varies according to time and
location. With solar power system, (Vignola et al.; 2012)) the time window has shrunk to
day time when solar radiations are available and with what angle they are transmitted
to the location will also create difference in power generation. So one of the important
factor , which will impact the system performance, is location. A location with 50 more
days of (Wilcox; [2007) sunlight will create a major impact in the performance of solar
power system. This difference has been clearly shown by comparing power generation
capacity of a similar solar system in two cities, Delhi and Jodhpur, with different climate.
The first step of solar power forecasting is to forecast solar irradiance and other related
weather aspects (Mathiesen and Kleissl; [2011)). In this study not only solar radiation has
been used for forecasting. Apart from location, this study compares the different time
series models like Auto-regressive Integrated Moving averages(ARIMA), HOLT, TBATS
and Simple Exponential for forecasting solar radiation data. ARIMA have been chosen
because it is among the best models which are used for solar radiation forecast (Voyant
et al.; |2017). While this is the first research on using TBATS model for forecasting of
solar radiation which discussed in literature review.



Section 2 is presenting the literature review of subject. Section 3 is explaining the
methodology of the study. Section 4 focuses on design and implementation. Section 5
explains the Evaluation and section 6 comparison of result generated from various models
and comparison of forecasted electricity generation.

This study has been done to answer various questions like which model is best to for
time series modelling of solar radiation data, which location is suitable for implementing
solar power generation.

Research Objective 1:To Forecast the solar electricity generation of Jodhpur and Delhi.

Research Objective 2:To evaluate the performance of forecasting models.

Research Objective 3:Comparison between both the cities which one can produce more
solar electricity.

2 Related Work

This section presents the work done by various researchers regarding solar power fore-
casting using different models.

Johansson and Burnham| (1993) conducted a research on electricity and renewable
fuels for the growing world energy demand. As per them energy demand will never
decrease even though many strenuous efforts would be made to increase the way of using
energy in an efficient way. Johansson investigated that by 2050 renewable sources of
energy would account three-fifths of the worlds total electricity generation. Their findings
have also made it necessary to forecast solar electricity generation which is the base of
this research. Herzog et al.| (2001)) in his report on Renewable energy sources states that
there is proliferation in power generation using renewable sources, generation of electricity
using solar photovoltaic energy is experiencing rapid growth while declining the cost of
electricity generation. The above two finding gives the intuition that future will be
of Renewable energy sources which gives the base to the research of predicting solar
electricity generation. As (richter; n.d.) European Solar Thermal Electricity Association
(ESTLA) report states that concentrated Solar Power could meet one quarter of worlds
total energy demand by 2050. Research on forecasting of solar irradiance became an
essential field due to its demand as per REN2lhttp://www.ren21.net/wp-content/
uploads/2016/06/GSR_2016_Full_Report.pdf solar photovoltaic capacity production
was lifted to 227 gigawatt(GW) in 2015 which was 177 GW in 2014. It is almost 10 times
the worlds solar photovoltaic(PV) generation of a decade earlier. Building on the above
two finding gives the concrete base to this research of predicting solar energy production
for the future. Forecasting of solar electricity is highly dependent on solar radiation, solar
radiation needs to be forecasted first and it can be done using historical time series data.

Time series is explained by (Granger; [1981) on his investigation on properties of time
series data. Author states that, Data which is auto correlated over time is categorized as
time series data. Most of time series study is to extract statistical important information
from the time-dependent data of single series (univariate time series) and from time
dependent data of multiple series (multivariate time series data). Solar radiation (weather
data) comes under the category of univariate time series data. Here one observation
depends on previous observations and the order matters. A time series data is consisting
of various components as trend, seasonality, cyclic component and Noise. Trend is defined
as the long term movement in a time series without calendar related and irregular effects,
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and it is a reflection of the underlying level. All the components associated with time
are known as seasonal component. So, in time series data seasonality refers to periodic
fluctuations that occur regularly in particular time-frame. Seasonality is always of a
fixed and known period. A cyclic pattern exists when data exhibit rises and falls that are
not of fixed period. In discrete time, white noise is a discrete signal whose samples are
regarded as a sequence of serially uncorrelated random variables with zero mean and finite
variance. The analysis of above findings is also supported by (Mahalakshmi et al.; |2016)).
Mahalakshmi investigation on forecasting of different types of time series data. Author in
his study also analyzed the use of time series and have explained the time series component
and forecasting models like Auto-regressive Integrated Moving Averages(ARIMA), Simple
Exponential Smoothing (SES). The above two finding helps this research in a way that
time series data and different forecasting models have been used for this research. Time
series analysis is an essential area in forecasting that focuses on forecasting of time series
data to study the data and extract meaningful information and statistics from it. From
the above research findings, univariate time series data has been considered for this
study. Ren et al.| (2015). Conducted a research on using ensemble methods for solar and
wind power forecasting using time series data. Author mentioned the fact that solar
irradiance forecasting categorization is based on two approaches physical and statistical
methods. Former takes meteorological data as input and models used to analyse the
historical data using Artificial Neural Networks(ANN), ARIMA. Building on the above
research findings, forecasting models like ARIMA and historical data have been used.

Four forecasting models have been used to analysis univariate solar radiation time
series data for this Research and they are as follow: Simple Exponential Smoothing
(SES), Holts method, TBATS and ARIMA.

TBATS model have not been used earlier for forecasting of solar radiation. This is the
first research using this model. As no literature paper have been found on it. However,
it has been used in forecasting Gold price as per (Hassani et al.; [2015) and in forecasting
household electricity demand as per (Veit et al.; 2014). According to De Livera et al.
(2011), TBATS is the model that combines other models component like Trigonometric
term for seasonality this is similar to fourier term in harmonic regression. Fourier terms
are used to handle periodic seasonality, Box-Cox transformation for heterogeneity, It
has ARMA error like dynamic regression, level and trend term similar to automated
exponential smoothing.

TBATS {W{P,Q} ¢,{M, K}}

W here,

W= Box-Cox transformation for heterogeneity

P,Q= ARMA errors

¢ = levelandtrend(dampingparameter)

M,K= seasonality period and Fourier term

Some of the key advantages of the TBATS modeling

1.Handles long seasonality. As the solar radiation data dataset used in this research
has long seasonality

2.1t is fully automated

In this data, seasonality and non-linear features are present this is the reason to use
this model

Unlike Nave method that uses the recent observations as the forecast of the future
periods While Mean Method uses average of all the observation to predict future value
Simple Exponential Smoothing(SES) is the method deals with data having no trend and



no seasonality. SES is the model which forecasts the value based on all the observation
but recent observation are heavily weighted than earlier observations i.e forecasting de-
pends more on last observations than earlier observations. This model assumes that the
fluctuation is around the mean of heavily weight value it gives the point forecast value as
output point forecast. Point forecast is the mean of the predicted forecast value. While
the Holt Method is extended SES model just added an another feature as holt method
deals better with Time series data which has trend factor in it as per (Kalekar; 2004) and
100 study on time series forecasting Using exponential smoothing.

According Box et al.| (2015) ARIMA is one of the most famous and efficient algorithm
for modeling additive time series data. Although it also has a prerequisite that time
series should be linear and stationary. ARIMA implements three algorithms, differencing
to make data stationary, and moving average and auto regression for overall forecasting.
ARIMA is suitable for univariate forecasting. ARIMA(p,d,q) j- p is the last p observation
are used as predictor in regression equation of the model, d is the value that states number
of times the data needed to be differencing to make it stationary, q is the value of past
lagged error used regressive against last lagged error. (Box and Cox; [1964) and (Sakia;
1992))in their research on box-cox transformation states that the non-linear data can often
significantly be transformed to fit in the model. It is the transformation for variance
stabilization. The Box-Cox transformation provides a convenient way to make the data
linear and to find a suitable transformation. In this research box cox transformation have
been used.

(Das et al.; 2018)conducted a research on forecasting models optimization and fore-
casting of photovoltaic power generation using time series data. Das states researchers
classifies the photovoltaic power forecasting depends upon time horizon, solar irradi-
ance and other meteorological data and forecasting models furthermore describing three
categories of time horizon short-term forecasting, medium-term forecasting, long-term
forecasting. As per author, Long-term forecasting is worthy of planning of electricity
generation. On the Authors finding Long-term forecasting have been used for solar elec-
tricity generation. Furthermore, forecasting models strength and limitations have been
discussed and finding shows that Root mean standard error(RMSE) was used more fre-
quently to evaluate performance of forecasting models while (Lonij et al.; 2013) found
that forecasting accuracy changes with the change of forecast horizon with identical para-
meters in the same model. Building on the above findings RMSE, MAPE have been used
for finding accuracy of models. (?)conducted a case study on Tibet area in china using
Kernel Support Vector Machine(KSVM) with Regularized Estimation under Structural
Hierarchy(GRESH) hybrid model which is optimization based, for forecasting of hourly
global horizontal irradiance jiang used one year of data from four different sites. First 23
days of each month have been used as training set and last seven days as test set. Author
investigated that on criteria of Mean Absolute Percentage Error(MAPE) and RMSE per-
formance of KSVM-GRESH is better than KSVM models. However, limitation of this
case study is that no cross-validation have been done. As well as test data should have
been chosen randomly rather than the last seven days of each month. Concluding from
the above two research, it shows that models are usually compared on basis of RMSE,
MAPE. Therefore, for comparison of the model RMSE, MAPE and Mean Absolute Er-
ror(MAE) have been used.

This next two research findings supports to take ARIMA as one of the forecasting
models (Paoli et al.; 2010).Paoli conducted a research using an optimized MLP a most
used form of ANN in renewable energy domain and in time series forecasting. For this



research, global daily radiation data have been taken from meteorological station of Ajac-
cio to forecast on a horizontal surface for the next day. Poali identified that the MLP
model outperforms the ARMA model. Paoli also identified that ARIMA, Bayesian in-
ferences, Markov chain and K-nearest Neighbor as most popular forecasting models on
reviewing previous related work of forecasting of time series as well as optimized MLPs
prediction is similar to ARIMA. (Voyant et al.; 2011) conducted a research in forecasting
of daily global radiation using optimized ANN(MLP) induced with multivariate. voy-
ant took Nine years of data(January 1988 t0 December2007) have been used from Cor-
sica meteorological department which contain global solar irradiance as endogenous and
temperature, wind speed, pressure, sunshine duration as exogenous input. Endogenous
Input is taken on principles of ARIMA methodology. On studying the result, use of
exogenous input improves the forecasting quality only about 0.5 percent.The drawback
of three next studies is that non-stationary time series have been used and converted
to stationary time series before being used in ARMA model. Instead of ARMA imple-
mentation, ARIMA would have been used as it is advanced version of ARMA developed
for non-stationary data as per (Wan et al.; 2015). Another approach for forecasting of
solar radiation was proposed by (Ji and Chee; 2011)) by using an ARMA /Time Delay
Neural Networks for hourly solar prediction the time series data used for this research is
non-stationary before implementing ARMA this data have been made stationary using
detrend models Chee investigate that hybrid model of ARMA/TDNN presents better
result than standalone ARMA. (Sun et al.; 2015) have done in-depth investigation of
six different ARMA-GARCH models, applied on 2 datasets(1983-2012) of monthly mean
total daily solar radiation from two different climate station of china. The Autoregressive
and moving averages are determined using Akaike information Criterion. Authors finding
shows that ARMA (3,3)-GARCH-M outperforms the other model. Sun concluded that
ARMA-GARCH model are better than ARMA Box-Jenkins method as the former one
maintains the variability of solar radiation. The drawback of the above two studies is that
non-stationary time series have been used and converted to stationary time series before
being used in ARMA model. Instead of ARMA implementation, ARIMA, TBATS, SES
would have been used as it is advanced version of ARMA developed for non-stationary
data.

Reikard, (2009) conducted a comparison of time series forecasting models to predict
global horizontal radiation using six time series data sets which runs from January 1, 1987
to December 31,1990 at resolutions of 5, 15, 30, and 60 min. Data contributes nonlinear
variability, due to variations in cloud cover and weather. Nevertheless, the dominance
daily data makes it straightforward to build predictive models. Forecasting models like
regression in logs, Autoregressive Integrated Moving Average (ARIMA), and Unobserved
Components models(UCM) are compared. Reikard concluded UCM performed better
than Regression model but it is outperformed by ARIMA. Building upon his finding it
support to use ARIMA. In the field of forecasting solar irradiance (Hussain and Al Alili;
2016])carried out a research on day head forecast. Hussian used one month of data 1 to
30 march 2016 of Abu Dhabi and forecasted the global solar irradiance of day ahead and
on basis of ACF plot ARIMA model have been used. Further he used ARIMA(2,1,3),
ARIMA(2,1,2),ARIMA(2,1,4).Hussian investigated that ARIMA(2,1,4) model performed
best. The drawback of the above research is we need to find the perfert model manually
this is time consuming as building on https://www.otexts.org/fpp/findings appropriate
ARIMA model can be automatically implemented using auto.arima() function and that
has been used in this research.


https://www.otexts.org/fpp

‘Wan et al.|(2015]) conducted a research on forecasting methodology and application of
solar energy forecasting in smart Grids energy management. In his finding of forecasting
methodology, Wan proposed upgraded variations of ARMA like ARIMA and ARMAX
which have been proved better than itself. Because ARMA assumes a linear relationship
between series which is always not the case. WAN concluded that ARMAX has a cap-
ability to include the external factors like temperature, wind and humidity that could
increase the forecasting accuracy. On his finding it suggest to be the future work of this
research.

Kumar and Sudhakar| (2015)) carried out the research on performance evaluation
of solar PV power plant commissioned at Ramagundam a place located In India.in his
research he carried out the process flow how the solar radiation is converted in electricity
using photovoltaic cell, evaluated performance of various component like inverter, solar
panel and also presented the methodology for calculation of solar electricity generation
which is highly valuable for this research.

3 Methodology

This research uses the ‘Cross Industry Standard Process for Data Mining’ (CRISP-DM)
methodology. CRISP-DM is hierarchical process which comprises of six level breakdowns
as per (Chapman et al.; 2000) which is followed by this research. The Crisp-DM is mod-
ified according to this researchs need as shown in figure.1 the arrow direction between
two figure is the modified form. First is Data extraction, data cleaning and data ag-
gregating. Second Time series data Modelling, Third is Implementation of forecasting
models. Fourth is the forecasting model evaluation have been done. Furthermore, Fifth
is the predicted value of forecasting models which have been used to achieve the research
objective that is the sixth phase

BURNESS > DATA
UNDERSTANDING "= UNDERSTANDING

N\

DATA
PREPARATION

DEPLOYMENT DATA * ‘

MOCELUNG

Y

EVALUATION

Figure 1: Modified Crisp-DM

Data from http://www.cpcb.gov.in/CAAQM /frmUser AvgReportCriteria.aspx Cent-
ral Pollution Control Board (CPCB) Ministry of environment and forests (Govt. of India)
is collected for this research. CPCB is an organization comprises of many meteorological
stations which stores and maintain historical weather and pollution data. Two datasets
(January 1, 2016 to October 31, 2017) of daily measured solar radiation from two cities
Delhi (latitude 28.6502 N, longitude 77.3027 E) and Jodhpur (latitude 26.2389 N, lon-
gitude 73.0243 E) of Indias CPCB meteorological station equipped with pyranometers



which measures the solar radiation have been taken. The dataset contains two attributes
date and daily measured solar radiation.

Qualitative checks need to be done for any absurd or corrupt value. All this validation
and cleaning have been done in Excel and R (programming language) (Shumway and
Stoffer; 2006). On examining the data set it was determined that data uphold lot of
missing values. The dataset has been investigated thoroughly and the missing values
have been filled and outliers have been removed using Excel and R (Shumway and
Stoffer; 2006) and (Brockwell and Davis; [2016). The data will be summarized time
series data is prepared using time series R package (zoo, tseries) as per (Shumway and
Stoffer; 2006) book. This time series data is univariate as it contains single attribute that
will be used in forecasting . After cleaning up the data, it will be ready to parse into the
forecasting models which forecast the univariate data.

The time series data of both the cities have been decomposed and seen in form of
plots to examine the trend, seasonality and noise. Data have been analysed for linearity
and non-stationary using Box test, qqnorm plot, qqgline plot and Auto-Correlation func-
tion (ACF) (Theiler et al.; [1992). After analysing the data, Different forecasting have
been built in R Studio (Integrated Development Environment) (Racine; [2012)) using Rs
Forecast package different forecasting models like Simple Exponential Smoothing(SES),
HOLTs, TBATS and ARIMA model have been applied. As per (Brockwell and Davis;
2016)the forecast package consist of all the forecasting models used for this research
which is capable of processing the solar radiation time series data. To call a forecast
model their specific function names is needed to pass as discussed next. For simple ex-
ponential smoothing function ses(), for Holts model function holt(), for TBATS model
function tbats() and for ARIMA model function auto.arima() have been used. ARIMA
model have lot of variation as discussed in literature review. The auto.arima() choose the
best fit model itself for the data. After implementing the forecasting models, accuracy
of the models would be calculated using error parameters like Root Mean Standard Er-
ror(RMSE), Mean Absolute Errors(MAE), Mean Absolute Percentage Error(MAPE). On
basis of these error parameters, models having the least error in predicting the next 120
observations would be regarded as the best model. The predicted solar radiation value
of the best model would be used for further calculation of solar electricity generation.

The forecasted Solar radiation of four months (November 1,2017 to February 28,2018)
of both the cities will be extracted from the best performing forecasting models. As the
daily measured datas unit is in w/m2 therefore, the forecasted datas unit will also be in
w/m2 . For solar electricity calculation the data needs to be in kwh/m2 as per global for-
mula to calculate the photovoltaic system generated electricity as per (Stri et al.; [2007)
and. To convert the w/m2 unit of data into kwh/m2 (Stri et al.} 2007) and https://
answers.yahoo.com/question/index?7qid=20091027141143AARtZmS and http://www.
energylens.com/articles/kw-and-kwhand https://www.researchgate.net/post/How_
can_I_convert_Wh_m2_to_W_m2 gave the formulae that kwh/m2 = w/m2*24/1000. To
calculate the electricity generation of a month daily data will be summed op and will be
used in Standard formulae for solar electricity generation by (Stri et al.;2007) and http:
//photovoltaic-software.com/PV-solar-energy-calculation.php E=A*R*H*PR.

E = Electricity produced (kWh)

A = Solar Panel Area (m2)

r = solar panel efficiency or yield(percent),r is taken as 15.6 as per standard test
condition

H = Solar radiation on panels
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PR = Performance ratio, coefficient for losses ( default value = 0.75)
The forecasted electricity for both the cities will be compared using table, visualization
graph and the performance of forecasting models will be evaluated in results section.

4 Implementation

The overall architecture of this study can be explained below in figure 2. The program-
ming language used for this research is R.

MAKING DATA
TIME SERIES.

v
CHECKING THE LINEARITY
AND STATIONARITY OF
DATA

| ! ] !
SIMPLE EXPONENTIAL
“
¥
EVALUATION OF MODELS BASED ON RMSEMAPE, MAE

'ARIMA OUTPERFORMS ALL THE OTHER MODELS 50 IT'S.
PREDICTED VALUE IS USED FOR FORCASTING SOLAR
ELECTRICITY GENERATION

¥
COMPARISION OF JODHPUR AND DELHI'S FORCASTED
SOLAR ELECTRICITY GENERATION

Figure 2: Data Flow of the Research

Data is collected from the Central Pollution Control Board (CPCB) Ministry of en-
vironment and forests(Govt. of India). Data for the city Jodhpur is downloaded from
Jodhpur Station and for Delhi it is downloaded from the Anand vihar station. Both data-
set is having the daily frequency as forecasting of solar radiation, evaluation of models
and comparison of solar electricity generation will be done using these datasets. Down-
loaded datasets were having lot of missing value which have been filled using and outliers
have been removed . Cleaned datasets then Loaded in r using read.csv(). All the im-
plementation part is done in RStudio(IDE) using R language. For processing the data,
packages like zoo,tseries,forecast,ggplot2,fpp2 have been installed using install.packages()
function. Then these packages is loaded in memory using library() function. Then the
data is converted into time series format using zoo() function and ts() function as per the
forecasting models need. To check the linearity of data of data qqnorm() and qqline()
ploting have been used. Then the Box.test() function, Auto-Correlation function(ACF)
is applied to check whether the date is a white noise or not. As the solar radiation time
series data used for forecasting models, they should not be of random distribution or
white noise they should show some correlation with the previous as well as with next
variable. Then the graphical representation of the time series data have been done using
plot() function. The solar radiation time series data is then decomposed in its seasonal,
trend and noise component. The Box-cox transformation have been done for variance
stabilization of the data as data is not-linear.

Now it comes the implementation of the forecasting models ARIMA have been imple-
mented using auto.arima() and passing the box-cox transformation value as 0.21 which



is close to cube root transformation. Coding of ARIMA model is already done in the
forecast package. The auto.arima() function will call the best model for the data as
the package consist of various version of ARIMA. Forecast() function is then applied to
forecast the next 120 days value of solar radiation. Forecasted value is then extracted in
form of excel into the local memory from Rstudio using write.table() function. Then the
squared residuals of ARIMA is plotted using ACF. Simple Exponential Smoothing model
is applied on the solar radiation time series data using ses() function. The SES models
code is also present in the forecast package which is called by ses() function. For forecast-
ing and implementation of SES model it is needed to pass ses() function. Therefore, next
four months of value have been forecasted by ses(). Then plotting of forecasted value
have been done using autoplot(). Forecasted value is then extracted in form of excel into
the local memory from Rstudio using write.table() function.

Holts model is applied on the solar radiation time series data using holt() function.
. The holt models code is also present in the forecast package which is called by holt()
function. For forecasting and implementation of HOLT model it is needed to pass holt()
function. Therefore, next four months of value have been forecasted by holt(). Then
plotting of forecasted value have been done using autoplot(). Forecasted value is then
extracted in form of excel into the local memory from Rstudio using write.table() function.

TBATS model is applied on the solar radiation time series data using tbats() func-
tion. TBATS models code is also present in the forecast package which is called by tbats()
function. For forecasting and implementation of HOLT model it is needed to pass tbats()
function. Therefore, next four months of value have been forecasted by forecast() func-
tion. Then plotting of forecasted value have been done using autoplot(). Forecasted value
is then extracted in form of excel into the local memory from Rstudio using write.table()
function.

Then the RMSE, MAPE, MAE are used to compare each model using the 20 percent of
test and 80 percent training data to check the performance of the model which is discussed
in evaluation and result section. Focus will be on TBATS model how it perform on solar
radiation time series data.

Then the extracted data is used to calculate the solar electricity generation.As the
daily measured datas unit is in w/m2 therefore, the forecasted datas unit will also be in
w/m2 .each forecasted value is then converted to kwh using kwh/m2 = w/m2%*24/1000
formulae. Electricity generation of a month is calculated using Standard formulae for
solar electricity generation by E=A*R*H*PR.

For this research, Area is assumed as of 1000 m2, r is taken as 15.6 as per standard
test condition. As per (Dubey et al.;[2013)) air temperature also affect the solar electricity
generation but the average temperature of both the cities of each month are quite similar
just having the max difference of 0.7 c¢. the temperature is below 25 for four months
of both the city https://www.yr.no/place/India/rajasthan/jodhpur/statistics.
html and https://www.yr.no/place/India/Delhi/New_Delhi/statistics.html. So
that does not affect the electricity generation calculation. The generated electricity for
both the cities will be compared using table and visualization graph. graph and the
performance of forecasting models will be evaluated in results section. Focus will also be
on TBATS model performance as this is the first research on solar radiation forecasting
using this model
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5 Evaluation

A comparative time series plot of data for two cities is displayed in figure 3. We can
see a seasonality of 12 months in both the series. There is not much trend. There is a
fluctuation in Delhi data during the month of July. As July, August is monsoon season,
so there is less solar radiation during monsoon season.
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Figure 3: Comparative time series plotting of two cities

To check linearity dataset is examined using qqnorm() and qqline plot.by the plot
below figure 4 it shows the data is somehow non-linear. To make it linear box-cox trans-
formation have been done for ARIMA and TBATS have in-built Cox box Transformation
method.

non-linearity of data
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Figure 4: Checking Linearity

Further, To determine the trend and seasonality of the two solar radiation time series
data, acf and pacf of both the cities have been plotted as follows. Fig 5 is showing
the auto correlogram and partial auto correlogram of solar irradiance data of Delhi and
Jodhpur. As it is quite clear from acf that Delhi and Jodhpur both have a seasonality of
365 days. PACF explains the relationship of current observation with past observation.

After verifying the data using Box test, it has been analyzed that the solar irradiance
time series data used in this study is non-stationary as p-value is below 0.05 which shows
the data is not a white noise and this is supported by Auto-Correlation function(ACF)
plot of Solar irradiance data shows that the data is non-stationary as ACF of stationary



time series will drop to zero relatively quickly while ACF of the solar

decreasing slowly(100),hence it is non-stationary data.
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Figure 5: ACF and PACF for Delhi and Jodhpur

irradiance data

Time series decomposition figure 6 and 7is explained below. This graph clearly eval-
uate the different components of solar irradiance data of Delhi and jodhpur. The overall
variation of data is same in two cities. But Delhi is more fluctuating in comparison to
jodhpur. In the seasonal component, both are displaying seasonality of 365 days in the
overall duration of two years. There is not much trend as each city has observed almost
same amount of sunlight in the duration of 2 years. But some trend might have been
visible if this study was done for 5 years or more. Third is Noise data which will be used
for analysing the underlying effect. After taking out the seasonality and trend, left over

series is stationary hence can be used for forecasting.

1wl iragance Data

uuuuuuuu

Figure 6: Component of Delhi data

Tdodhpur radiance Data

Figure 7: Component of Jodhpur data



Different methods like TBATS, ARIMA, Simple Exponential Smoothing, Holt model
are applied for forecasting the solar irradiance data. The evaluation of each forecasting
model is based on figure given below and is explained thoroughly in Result section. The
blue line in each figure is the forecasted value of each model is the forecasted value and
the dark blue area is the models 80percent confidence that all the value will come within
the dark blue patch while the model is 95 percent confidence that all the value will come
within the light blue patch.

Figure 8 below is forecasting result of TBATS model. TBATS graph shows that
forecasted values are following the seasonal variation but very smooth. So this method
is been checked is it suitable for this data. TBATS (1,1,3,-,,365,1;) is being evaluated as
the first variable is 1 that tells us substantial box cox transformation have been made.
The next two variable is similar to p,q of ARMA. The 1,3 values here states that 1 last
observation is used as predictor in regression equation and last 3 past lagged error are
used in regression equation. Next - value signifies on damping parameter have been used
as data doesnt have any trend, next variable 365,1 states that seasonality is found at 365
values and is handled by one fourier term.

Forecasts from TBATS(1, {1,3}, -, {<365,1>})
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Figure 8: TBATS forecasting plot

ARIMA models plot Figure 9 below shows the closest pattern of forecasted value to
actual value. ARIMA(3,1,2)(0,1,0)[365] is evaluated as the models first variable(3,1,2)
states that 3 last observation is used as predictor in regression equation. 1 time differen-
cing have been done for making data stationary and 2 last lagged error have been used in
regression equation.(0,1,0) states that 1 seasonal differencing have been done and [365]
states that it is on daily frequency.
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Figure 9: ARIMA forecasting plot

Simple exponential Smoothing model figure 10 is evaluated here the straight line seen
is the point forecast as simple exponential smoothing gives the mean of all the predicted



value. Therefore it is evaluated that this model wont provide the value for each day.
Therefore, it wont to help predicting the research objective of calculating how much
electricity can be produced as for predicting electricity generation this model is not an
effective one.

Ferecasts from Simple exponential smoothing
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Figure 10: Simple Exponential Smoothing forecasting plot

The is the forecasting evaluation of HOLTSs method in figure 11. Holt method is
performing double exponential smoothing which is good with trend. Since this data does
not show much trend variation hence forecasting result is a straight line or in other words
HOLT is also not suitable for this dataset. Therefore, the SES and Holt model is not
good for forecasting solar electricity generation as it needs the actual forecasted data not
the Point forecast.

Foracasts from Holt's method
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Figure 11: Holt Trend method forecasting plot

Below table in Result section presents the numeric comparison of four models. Here
we have presented the RMSE, MAE and MAPE for all four models. Root mean square
error or root mean square deviation (RMSE) is used to measure the difference between
actual value and predicted value. Mean Absolute error (MAE) measures the average
of all errors of prediction. So, it is the mean of absolute difference of actual value and
predicted value. Mean absolute percentage error (MAPE) measures the accuracy of a
method for constructing fitted time series values in statistics. The predicted value of the
best fit model on basis of the above error parameter will be used for forecasting solar
electricity generation. Next is the result section.



6 Results

The aim of the project have been achieved of forecasting solar radiation and forecast-
ing of solar electricity generation. Models have been evaluated using error parameters
RMSE,MAE,MAPE,MASE. on the basis of the error parameter ARIMA outperformed all
the other model and TBATS performed better than SES and Holt model.As ARIMa out-
performed all the models its predicted value will be used for forecasting solar electricity
generation of Jodhpur and Delhi for the next four month.

Model RMSE{Root | MAE(mean MAPE(Mean b/IASE{mean
MName mean absolute absolute error absolute
square error) percentage] | scaled error)
error]
simple | 8136 6.19 3.141 0.583
Exponential
Smoothing
TBATS 7.64 5.945 1] 0.38
Holt's 8.13 6.202 3.14 0.58
method
ARIMA | 6.17 2.90 1.44 0.27

Figure 12: Performance of forecasting models

Electricity comparison of both cities

This is the final outcome of the research project where electricity generation has been
calculated and compared. First of all the solar radiation for next four months has been
calculated for two cities with the help of solar power generation formula, total electricity
of each month has been calculated. The table.2 and graph fig(13) below shows that
jodhpur solar electricity production is higher than that of Delhi.The table shows that
jodhpurs electricity generation on 1000m2 of solar panel is significantly high.

Forecasted Solar electricity in two cities of INDIA

Now-17 Dec-17 Jan-18 Feb-18

Month

mJochpur W Delh

Figure 13: Comparing Jodhpur’s and Delhi’s forecasted solar electricity generation

7 Conclusion and Future Work

The research objective of forecasting solar electricity generation of both the cities,comparison
between them and performance evaluation of forecasting models have been achieved. The
research states that the solar electricity generation of jodhpur is higher than that of Delhi
for four months from November 2017 to February 2018. Forecasting of solar electricity



significantly depend upon forecasting of solar radiation which is done by the forecast-
ing models. Talking about model performance Arima model outperforms all the other
three model. This is the first research on solar radiation forecasting using TBATS model.
TBATS doesnt perform well in predicting the solar radiation value. Therefore, it is con-
cluded that TBATS model is not a good option for forecasting solar radiation. Simple
Exponential Smoothing and Holt model gives the point forecast which again is not a good
option for forecasting the solar radiation.

There is lot of scope in this study for future work. First of all this work can be
improved by including weather factors to improve the solar power forecasting. As tem-
perature, humidity and wind are also responsible for the variation in power generation.
This can be done with the help of ARIMAX, ARIMA-ANN or more complex models.
Another important factor is to include more cities so that it can be determined that
which locations will be more profitable in implanting a solar power generation system.
Data of 10 years or more should be needed to forecast for a complete year with more
accuracy There are lots of rural areas in India which are not connected to grid. So these
cities/rural areas should be included in order to fulfill the requirement demand and fill
the current demand supply gap.
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