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Abstract

Cloud Computing is the modern invocation being recited by the IT industry,
and has set an example for accessing as well as configuring large-scale distributed
computing applications across the clusters in datacenters. Today, it is in control of
the greater percentage of computing quite recently, subsequently physical assets are
being over-stacked. In-order to manage and assign tasks for the physical or virtual
resources, techniques of clustering, scheduling and load balancing are being used.
The current techniques are profoundly complex for non-pre-emptive tasks, which
has remained as an irrecoverable restraint on the part of scheduling mechanism.
In recent times, researches have implemented nature-inspired algorithms into the
field of computing to solve the problems associated to complexity and to provide
optimal solutions. In this paper, our focus lies in computing the makeSpan and
costs incurred for resource management in the task scheduling process with a new
methodology. We are proposing a heuristic approach namely Q-aware algorithm
which takes the decisions based on analytical scheming. It works by forming a
cluster of VMs using K-means algorithm based on the memory, CPU, and band-
width. This proposed technique uses a pool of nature-inspired algorithms namely
SA,GA,IWO,PSO,ABC for the scheduling of tasks. This experiment is performed
using cloudsim as simulator in-order to create a datacenter environment and sched-
ule the tasks onto the virtual resources. The results show that the proposed system
successfully performs the hyper-analytical scheming and measures the makespan,
and calculates the resource utilization during the process.

Keywords: Task scheduling, cloud computing, makespan, meta-heuristic al-
gorithms, nature inspired Algorithms, clustering
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1 Introduction

Cloud computing has been rapidly expanding and is among valuable research fields. It
is comprised of various services for the users to access the infrastructure, platform and
software where resource provisioning and Service Level Agreements (SLA) play a vital
role. The problem to deal is how the huge number of resources are allocated by the
scheduler efficiently (Mandal and Acharyya; 2015). Load balancing is very much necessary
in managing the resources such as to scale up when the demand grows, by dynamically
allocating the work among the resources. Cloud computing is backed by virtualization
where Virtual machine (VM) runs on top of the physical hosts by sharing the physical
resources such as compute, memory, networking, storage, etc. where the total processing
power is a critical constrain among these computing units.

1.1 State of the Art

A number of deterministic algorithms also known as rule-based algorithms have been
widely used for scheduling of jobs to the resources but were found to be under-performing
for the cloud which is a room for infinite resources which is an optimization problem.
These algorithms are simple and have been proved to be efficient for small scale to medium
scale computing, but many researchers have termed them to be inefficient for large scale
or complex scheduling strategies or problems as the results have not been satisfactory.

This implies that there is a space for the current researchers to optimize or develop
a new scheduling strategy. So one of the possible solutions would be applying modern
heuristics which has also attracted several researches. We have extended our research
by studying various heuristics based nature inspired algorithms: ABC, GA, PSO, IWO,
SA. Along with these a novel method is developed by leveraging the strengths of these 5
algorithms along with the popular clustering algorithm K-Means.

The research question: Can the new approach namely ”Q-aware technique”
be integrated with k-means algorithm for clustering along with meta-heuristic
algorithms namely: IWO,GA,ABC,SA,PSO to determine the makespan value
and the cost incurred by the resources?

Aim of the project is to select an optimal algorithm during the process of scheduling
and to calculate the makeSpan by choosing a task deployment strategy during the alloc-
ation of tasks to the VMs in the clusters bearing in mind the existing static and dynamic
load balancing techniques and the heuristic approaches proposed in various papers into
consideration. We will keep our focus on the research by taking resource requirements
into account, while stressing on evolutionary algorithms discussed in the literature review
to date.

1.2 Traditional Scheduling

Traditionally, scheduling of jobs to resources has been attributed as finding a solution to
the optimization problem for a set of tasks T=T1, T2 ,T3..,Tn, for a given set M=M1,
M2, M3,..,Mm Machines bound to predefined set of constrains. When machine (m) =
1, then the scheduling problem as per (Pinedo; 2012) is referred to as uni-processor
or single machine scheduling problem. When machine (m) = 2 then it is referred as



parallel processing or multi-processor scheduling problem. Functions such as Makespan,
flowtime, lateness are generally being used to measure the performance of the scheduling
algorithms. One of the popular ways of representing the scheduling problem is the make-
span Cmax(s), mathematically denoted as,

Minimize f(s) = C max(s),

Where s denotes candidate solution, Cj denotes the completion time of job j, Cmax

(s) = maxj C j is the completion time. The scheduling problem later has extended from
single tasking to multitasking.

1.3 Scheduling on Cloud

Scheduling the resources on Pay as you use model is attributed to cloud computing, and
the problem associated to it is classified to workflow scheduling problem. This can be
further divided as service level and task level. Service level can be described as static
i.e. at platform layer and task level designates the dynamic nature at resource layer
(Wu et al.; 2013).Cloud and grid computing often include heterogeneous resources with
virtual machines running on them, and the fundamental issues were quite different as of
traditional scheduling. Along with latency costs such as the bandwidth costs are also
added and is also defined to be as DAG problem by couple of research studies. As per
(Chrétienne and Picouleau; 1995) scheduling in cloud is denoted as

Where f(s) denotes objective function, Cmax(s), the completion time of the last job or
the total execution time of all the jobs, n as number of tasks ,m as number of machines,
Cij, cost of the processing the ith task on the jth machine. U(s) denotes the pending tasks,
C(s) is the total cost of s and B(s) is the budget constrain for the tasks on (s).

1.4 Scheduling Types

A scheduling system is directed by the scheduling algorithm to process the task requests.
For a real-time scheduling system, usually each task is consigned with a deadline in-
terval, description, and priority. It also determines how the priorities are mapped to a
specific task. A scheduling algorithms can be categorized as static scheduling or dynamic
scheduling.

1.4.1 Deterministic scheduling algorithms

Static algorithms have been in use conventionally for the scheduling purposes. They
are deterministic and schedule the tasks in a known environment i.e. it contains all the
task information and has a pre-plan strategy in mapping the resources prior to execution
process. Static scheduler generates patching table. In contrary, Dynamic Scheduling



does not just rely on the submitted tasks to the cloud resources but also the present
state of systems and computer machines to make a scheduling decision. As stated in
(Magoulès et al.; 2012) it makes decisions during the run-time as opposed to the static
scheduler which takes the decisions pre-run-time. We will be further discussing about
the advantages and dis-advantages while comparing with Non-deterministic algorithms
in the next section.

1.4.2 Meta-Heuristic scheduling algorithms

Meta-heuristic algorithms uses transition, evaluation, and determination unlike the static
algorithms which are rule based. The ”Transition” works by constructive or perturbative
method or both to create a solution which will be followed by evaluation operator to
evaluate it by using a pre-defined value. Determination will further enhance the solution
space to search for a better solution. As said by (Yang; 2010) in Nature-inspired op-
timization algorithms simple heuristic and meta-heuristic algorithms are classified from
Stochastic algorithms which are very close and share a marginal difference. Heuristic is
driven by to find and discover by using trial and error methods to find quality solutions
in a reasonable amount of time to tough problems. These have been further enhanced or
developed as Meta-heuristic algorithms which are considered to be higher level than the
heuristic algorithms. With the evolving trends all the algorithms and techniques which
are bound by randomization have been classified as meta-heuristic which are intended to
move away from local search and work towards finding a solution in global scale. This
leads to an optimized solution for the global optimization problem.

In practice, although deterministic algorithms (DA) as per (Morton and Pentico;
1993) have shown improved results in comparison with traditional exhaustive algorithms
due to its nature of design they have an issue when handling large-scale scheduling.
Meta-heuristic algorithms work with iterations to find the optimal solutions quickly when
compared with the traditional techniques. Plethora of research has been done on these
techniques which was discussed in (Mandal and Acharyya; 2015) and were proved to show
better scheduling results than traditional scheduling algorithms towards the optimization
problem.

Table 1: Comparitive Analysis of Algorithms

The research has set a couple of objectives to achieve the desired output.
Below are the pre-requisites that are to be satisfied:
a) Cluster formation from the available set of virtual machines based on its characterist-
ics.



b) Meta-heuristic algorithms which are to be considered for scheduling the tasks onto
resources which are proved to work towards the optimization problem in cloud environ-
ments.
c) Creation of self-adaptive methods for the analysis and improvisation of the existing
solutions.
We hope that this research and the experiments are intended to benefit the cloud ser-
vice providers in providing the Quality of Service(QoS) to the consumers while meeting
their SLAs with reduced costs and fellow researchers to set the benchmarks for reliability
in the process of task scheduling. The research paper is organized as follows, section 2
brings about various scheduling strategies which have been followed and their limitations.
section 3 introduces a new methodology to overcome few of these limitations.

2 Related Work

2.1 Scheduling Strategies

Cloud computing is certainly expedient for the tasks which are deliberated to be challen-
ging or time-consuming or which can be expensive in some cases depending on the various
scenario. As described by (Magoulès et al.; 2012), Scheduling has become more complic-
ated as the computing and storage resources are decoupled and the service scheduling
makes it a unique case when compared to other computing standards. A single gen-
eric scheduler might not fit the whole environment but there is a need for a centralized
scheduler which works efficiently. Section 1 discusses various types of algorithms and
will contrast as well as cherish the related work and efforts put front by the previous
researchers. This will help in improvising the existing work by bridging the gaps.

2.1.1 Traditional Algorithms

Traditional algorithms which have been used in the past have been regarded as time
consuming. Popular full search algorithms which are in this category are dynamic pro-
gramming branch-and-bound. This is due to the numerous checks they have to undergo
during the scheduling process and in case of deterministic algorithms such as EDD, they
are trapped into local optima (Garey et al.; 1976) (Parsa and Entezari-Maleki; 2009)pro-
posed a new task scheduling algorithm RASA (Resource-Aware-Scheduling algorithm). It
is composed of two traditional scheduling algorithms; Max -min and Min-min. It utilizes
the rewards of Max-min and Min-min algorithms and envelops their drawbacks. Although
parameters such as the limit of every task, incoming rate of the tasks, expenditure of the
task execution on every resource, cost of the transmission have not been considered.

2.1.2 Nature-Inspired Algorithms

Many researches and experiments are conducted to find an optimal solution to the com-
plex problems like NP hard problem in cloud. One such survey towards this is conducted
by (Said; 2016) about the nature-inspired algorithms and their contribution towards min-
imizing the makespan and finding solutions for various optimization problems. Further
we will discuss about various heuristic algorithms in this area, and also the experiments
conducted by various fellow researchers. The overall view is depicted in in figure 2



(Pandey et al.; 2010) describe Particle Swarm Optimization(PSO) which belongs to
meta-heuristic algorithms, being efficient in various applications such as data mining, pat-
tern recognition and also NP-Hard problems in the scheduling. PSO works by adjusting
the trajectory in every generation inorder to find the local best position and the global
best position in the total population. The main idea behind this algorithm is to reduce the
communication costs.The author by his experiments have proved to reduce the total com-
munication costs by 3 times when compared to Best Resource Selection(BSS)algorithm.
PSO has also been discussed and implemented for the purpose of task scheduling in
cloud by (Ramezani et al.; 2014)and evaluated against traditional algorithms. During
the scheduling process it has decreased the task migration time, which has an immediate
impact on the memory utilization. This has resulted in less memory utilization, and also
the overall costs incurred. The paramaters considered for this test can be classified into
vm properties and task properties. (Zuo et al.; 2014) have continued the research by
introducing a Self-Adaptive Learning PSO-Based Deadline Constrained Task Scheduling
for Hybrid IaaS Cloud, for the scenario of Public clouds which provide the users with IaaS
which works on multiplexing of tasks in-order to deal with the challenge of scheduling.
The algorithm has to meet the demands during the peak times while the QoS has to be
preserved at all times as the providers are bound with SLAs. In the past, many stud-
ies have discussed regarding the active procurement of resources in the cloud via cloud
federations as a solution for the sake of fulfilling these demands. However, this is not
a viable solution and that be practiced as it involves complicated process of setting the
SLA’s between the business. To deal this, the author has used the PSO(Particle Swarm
Optimization) a stochastic algorithm which is based on swarm intelligence theory, encom-
passing population based technique and which is already proved by (Xiao and Yu; 2008)
in solving various complex optimization problems and has termed to be advantageous in
finding a quick convergence with easy implementation. The parameters which have been
considered are instance types, cost incurred with private cloud, and various VM details
and job details. The key issue of optimally allocating of jobs to resources is formulated
and dealt by an integer programming (IP) model in a hybrid cloud environment where a
task is represented by a ”particle” and task priorities as a whole and a scheduling strategy
to update the velocity of each particle thus ensuring its diversity and robustness. The
experimental approach has proved to be efficient in dealing with the issue.

(Lin and Hsu; 1990), have considered Simulated Annealing (SA) as an alternative
algorithm to assign the tasks for the scheduler in-order to deal with the problems involved.
They have observed that few parameters included have impacted on performance. The
proposed annealing algorithm has proved to provide the efficient solution in searching
an near optimal solution by in-cooperating various constraints. (Abdullah and Othman;
2014) has also done similar work and considered the real-execution time and various QoS
parameters such as deadline and penalty cost. The experiments have done against the
GA(Genetic Algorithm) and have concluded that when the task list is within the threshold
of 100 then the performance of SA is better in terms of execution time. But when the
threshold increases then the genetic algorithm performs better. In further sections we
will discuss about the Genetic algorithm.

For the optimization problem (Liu and Liu; 2016) have used the Simulated Annealing
to schedule the tasks in the cloud. Experiments are conducted to check the performance of
SA. One such experiment was conducted and have compared the performance of SA with
the traditional algorithms to determine the usage of resources by the physical machines.



The results proved that SA provides better performance when compared to the traditional
algorithms in finding an approximate optimal solution with higher speeds during the
process of annealing. The author has put forward that the simulated annealing need to
be used with other algorithms to find an optimal solution.

Genetic Algorithm(GA) is a heuristic algorithm inspired from the nature, which gen-
erates the initial population randomly. It Selects-the-best and discards-the-rest principle,
from a population. The task scheduler works to search an optimized solution from large
solution spaces with the polynomial time. It is a directed search algorithm which has tried
to be enhanced by many researchers in order to achieve optimal results and speed of con-
vergence Minimum Execution Time(MET) and Min-min heuristics have been proposed
in (Kaur et al.; 2010). GA has also been applied for the work scheduling as in (Singh
and Kalra; 2014) and (Yu and Buyya; 2006)and proven that GA has outperformed the
traditional algorithms like max-min.

In order to process the tasks efficiently among the available resources in the cloud,
Ant Bee Colony(ABC) Algorithm which also comes from the family of meta-heuristic
algorithms works by honey Bee swarms nature. This algorithm is known to reduce the
job execution time and also removing the complexities involved in the job allocation pro-
cess. (Le Dinh et al.; 2013)has proposed an algorithm where ABC algorithm is integrated
with Greedy algorithm during the assigning of tasks to each processor in order to reduce
the makespan with respect to hybrid cloud environments. One more experiment is con-
ducted by (Elhady and Tawfeek; 2015) where the total number of tasks and makespan
are the parameters considered inorder to compare the performance with FCFS which is
a deterministic algorithm. The results proved to be positive over the traditional FCFS
algorithm.

Invasive Weed Optimization(IWO) algorithm, is a population based intelligent stochastic
algorithm which is inspired by the invasive behaviour of the weeds growing in the nature.
For scheduling the tasks in heterogeneous as well as homogeneous clusters. High compu-
tational overhead and poor convergence are the problems addressed by (Li et al.; 2014) in
his paper. They have improved the IWO algorithm and has been applied it to resolve the
discrete task scheduling problems. It has shown good results by covering a large search
space when compared to deterministic scheduling algorithms with higher speedup of ex-
ecution. Another such paper is (Fan et al.; 2015) where K-Means clustering technique
has been used in conjunction with IWO algorithm. The results have shown the cluster
separation ratio and tightness as evaluation criteria, the performance of IWO combined
with K mean algorithm has outperformed the traditional techniques.

Scheduling on resources are popularly classified into two categories such as hierarch-
ical and partitioning. Numerous studies regarding the works related to the clustering
of virtual machines, have concluded that k-means clustering based on partitioning in-
troduced by (Hartigan and Wong; 1979) finds a quick solution for most clustering and
location search problems. Key aspects in the process of clustering are defined to establish
high homogeneity within the cluster and maintain heterogeneity outside the clusters.

Recently, alternative methods have been proposed such as Hybrid-Heuristics, which
work by combining more than one heuristic algorithm in search of optimality. It is
depicted in figure 1. (Laha and Chakraborty; 2009) have used the hybrid method by
combining GA along with the algorithm proposed in (Nawaz et al.; 1983). This hybrid
methodology have shown better results than other heuristics algorithms when used single,



but has lead to increase in computational costs when compared to running of a single
heuristic algorithm.

Figure 1: Hybrid heuristic method

Table 2: Comparison of Various Nature Inspired Task Scheduling Algorithms

2.2 Summary of Related Work

There are numerous articles in the related work that do not advocate the efficient task
scheduling algorithms in generating better results. Although there are some specific
circumstances where a few of the heuristic algorithms gave comparatively better results,
but these results cannot be relied upon at all times hence, also it is complex to be bench-
marked as each has their own set of parameters. After scrutinizing the related work, the
meta-heuristic algorithms used in the field of computing has proved better in providing
an optimal solution than the deterministic algorithms.



3 Methodology

The tenacity of this research is to create a task scheduling algorithm, and the task
scheduling processes are categorized into three stages. Each stage has its own set of
activities as described in Figure 2which will lead to the implementation of the project.
The methodology is outlined in the following figure by three stages:

Figure 2: Design of Methodology

3.1 Methodology for First Stage: - VM Cluster Formation

Stage 1 is planned in such a way that the available virtual machine resources such as
CPU, memory, bandwidth are considered as the input for the next step.
(Shidik et al.; 2016)and (Fan et al.; 2015) talks about K-Means clustering algorith, that
it is proved to be energy efficient when compared to Random Choice(RC) and Minimum
Migration time(MMT) in the cloud datacenters. The objects i.e. the Virtual machines
are formed in sets and the recalibration is performed based on the distance to the present
cluster centroid. The process of clustering oscillates until it reaches a fixed point possibly
when reaching the fixed number of iterations or the centroid positions remain constant,
although the number of iterations which are performed by the k-means clustering are
quite a large number number.

So for clustering technique, K-means is chosen which was introduced by (Hartigan and
Wong; 1979) to group the Virtual machines into K-Groups based on the mean value as
showin in figure 3. The algorithm is known for its simplicity and for solving the k-means
problem by finding ways to minimize the distance between the objects to the closest
centre, which are denoted as centroids which was expressed below.



Figure 3: K-Means Algorithm

As outlined in the above steps, a set of clusters encompassing virtual machines will
be formed. This can be seen in figure 8

3.2 Methodology for Second Stage: Analytical Scheming

Analytical scheming uses the diversity function and improvement function. This is to
intensify the search and balance the diversification factor during the solution search,
while in the process of convergence. The proposed technique consists of a pool of heuristic
algorithms such as genetic algorithm, simulated annealing, particle swarm optimization,
Invasive weed optimization and Ant bee Colony. So the basic idea would be the integrate
the following algorithms which will take the strengths of each of them. As discussed in the
previous section picks just one algorithm at every iteration unlike the hybrid algorithm
which includes all the heuristics on the convergence process. In-order to do this, the
two functions which are further discussed in detail in section 3.2.1 and section 3.2.2 are
crucial in determining whether to use the current solution D(z) or the next best solution
within the population of solutions (Z). As illustrated in figure 4 The main idea would
be to search a highly diversified solution without increasing the overhead by finding an
optimal solution during the process of iterations.

3.2.1 Improvement (Z)

The improvement function(F1) helps to take decisions during the process of decision
making. The decisions include whether to change algorithm or not. This is being done
by comparing the makespan obtained using (Hi) with the current makespan. If the
makespan obtained in the (Hi) is greater than current makespan i.e. it does not improve
after ni iterations, it results true. This operator returns false for the following conditions
1. If the solution of the selected algorithm(Hi) is not value-added after ni iterations
2. While maximum number of iteration is reached
3. When stop condition is triggered
Improvement function can be depicted as follows



3.2.2 Detection of Diversity (Z)

Diversity detection function(F2) is also crucial and is used by analytical scheming to
detect the need of shifting to the next algorithm Hi as described below to perform the
scheduling of tasks. The diversity Z for the first solution H0 will be used as a threshold
value (), i.e. = D(Z0)and compare the values with the current solution. If the current
value is greater than , it returns true, else it returns false. Diversity Detection Function
can be depicted as follows

3.2.3 Perturbation Process (Z)

Perturbation denoted as (F3) below, is used to perturb the solutions obtained in the
selection Hi , before they are selected onto the next (Hi)level algorithm for the process of
effective scheduling. It works by returning false when both the improvement function F1
discussed in section 3.2.1 and diversity detection function(F2) discussed in section 3.2.2
returns true, else it returns true. If it is triggered by the value true, it does the following
procedure:

1. It assigns Lowest Priority to the current algorithm
2. It selects the algorithm with the highest priority for the next schedule.

*

After grouping the VMs into number of clusters, the Q-Aware task scheduling al-
gorithm is applied to allocate the task to the particular cluster that computes the
makespan of tasks.

In figure 5, the algorithm makes use of the improvement(F1) and diversity detection
function(F2) to find the solution during the process of convergence and based on the
perturbation function(F3) it assigns the priority. The highest prioritized algorithm in
the pool of Hi is repeated until the termination criteria is met followed by the next one
in the pool.



Figure 4: Q-Aware Heuristics Method

3.3 Methodology for Third Stage: - Computing the cost

Productive estimation and basic First in First Out policy is used to calculate the cost of
the resources being utilized. The process is well described in the below pseudo code.

Procedure:
While (TaskList is not null)
{
Takes the first Task Ti ( first task that allocated to vm using FIFO)
Obtain the utilization values of resources of each task(cpu,memory and bandwidth)
Compute the overall price
Remove task Ti
}



The pseudo code for the above process can be depicted as below

Figure 5: Pseudocode for Analytical Scheming

4 Implementation

As detailed in the previous sections about the technical aspects of the Q-aware algorithm,
below is the skeleton view of the methodology. It comprises of the stages discussed in
Section 3 Q-aware technique method shall provide a different approach to endorse the
research goal. Consequently, following study provides the details of system Q-aware task
scheduling which would be applied across the cloud environment. However, before under-
standing the working of the system it is essential to understand the internal architecture
of the system.



Figure 6: System architecture of Q-Aware Scheduling

4.1 Tools

The simulation environment is created on java platform (jdk-8u144-windows-x64, jre-
8u144-windows-x64). In-order to simulate the datacenter environment, cloudsim 3.0.2
framework has been integrated with the netbeans IDE 8 and JDK. Cloudsim is a toolkit
introduced by (Calheiros et al.; 2011)for the purpose of modelling and simulating lot of
entities such as Virtualized hosts, tasks, network policies, and message queuing in the
cloud environments. The reason for choosing this simulator is, for its easy integration,
and it has proved to be efficient and is open source.

5 Evaluation

5.0.1 Dataset

The dataset has been taken from the Amazon web services, which includes the resource
information with the CPU, Memory, Bandwidth of various instances as shown in figure
7. It includes wide range of instances which have various combinations and includes wide
range of choice of resources depending on the application type.



Figure 7: List of Virtual Machines

The following dataset is taken as an input as shown in figure 4,where in real scenario
it goes to the cloud provider. The virtual machines are grouped into clusters by using
k-means clustering which was detailed in section 3.1. This is depicted in figure 8.

Figure 8: Clusterd VM’s

Once the clusters are formed in the order in which the tasks are to be scheduled on
the clusters, the tasks information will be considered as an input which consists of task
parameters such as taskid and duration i.e. the bursttime as depicted in figure 9



Figure 9: Task Details

5.1 Output

Once all the information is provided, it is processed and the Q-aware works by picking
an algorithm using the random technique and applies the analytical scheming on the
further iterations by calculating the diversity factor. The heuristic algorithms work by
selecting and assigning tasks to VMs. The time for the last job executed is calculated
and is computed as makespan value as shown below in figure 9. The cost is calculated
and is generated based on the resources utilized.

Figure 10: Output



6 Conclusion and Future Work

This research is intended to leverage the strengths of various heuristics which have been in-
spired from the nature, such as genetic algorithm, particle swarm optimization, simulated
annealing, ant colony optimization and Invasive weed optimization. Various researchers
have tested the use of these heuristics in various fields and also in the field of computing
and has concluded that these work towards the optimization problems in cloud scheduling.
The ideology behind this project is to present an alternative method to hybrid-heuristics
which merges more than one algorithm to obtain an optimal solution in a single iteration
for the scheduling problem in the cloud. This new method uses five heuristic algorithms
and work towards finding better solutions thus improving the existing solution during
the iteration process by analytical scheming technique and determining the makespan.
The amalgamation process of using the discussed powerful heuristics can recompense the
deep-down feeble points within each of the meta-heuristic algorithm. The solution has
been implemented in java and simulated using the CloudSim and has been successfully
tested on NetBeans. This research can be further analysed in detail and compared with
the industry used techniques and algorithms as a future work.
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