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Abstract

Intrusion Detection Systems are very important when it comes to monitoring
network traffic, so fast and efficient analysis of these malicious network attacks can
be a challenging task especially dealing with sophisticated cyberattacks with large
amount of network traffic flowing from one host to another. So proper validation
and classification of these intrusions is very important. Many machine learning
algorithms are present that can be used in classification of these intrusions but not
all of them are good enough, every algorithm has their own limitations and many
tools are incapable of handling such large chunks of data. This research is focused
on dealing with intrusion attacks by using modern machine learning Ensembling
approaches. The study is divided into three approaches first one involves using
clustering algorithms, second one is focused on detecting each attack individually
and the third approach consists of Ensembling these approaches and compare the
results. On top of that, our classifier has been tested using Apache Sparks machine
learning libraries with PySpark. All the experiments are carried on NSL-KDD data
set which consists of many network intrusions. With our approach, we managed to
get accuracy of around 92% and detection rate of 99%.

1 Introduction

Cloud Security has been an important concern when it comes to management of large
cloud services provided by cloud service providers, one of the major concern can be in-
trusion detection, identifying intrusions among large network traffic flow is very difficult
task since massive amount of data is passed from one host to another, this adds complex-
ity in dealing with cyber-attacks. Therefore, it is very important for cloud providers to
provide proper implementation of Intrusion Detection Systems (IDS). According to NIST
intrusion detection can be termed as monitoring and analyzing the possible events occur-
ring in the computer hardware and software for the signs of possible incidents (Scarfone
and Mell; 2010). Traditional intrusion detection methodologies can be categorized in two
forms first one is signature based intrusions and another one is anomaly based detection.

Signature based intrusion are based on pattern matching, it corresponds to a known
patterns or the type it resembles, in this type the intrusions are identified by comparing
the signatures against the obscure events to determine the possible attack. On the other
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hand, anomaly based detection are used to identify unknown attacks it can be done by
setting profiles of the behaviour that are normal against the observed events to detect
deviations.

Many researchers have come across different methodologies to analyze the meaningful
patterns by making the use of machine learning approaches which include classification
and regression in which input data is extracted based on certain parameters in a network
traffic and are carried forward to detect attacks. Machine learning techniques can be
based on supervised or unsupervised learning which can be performed on labelled or
unlabelled data. Many machine learning algorithms can be used for data mining which
can contribute significantly in intrusion detection. It has been helpful to extract malicious
data from the network, but sometimes these tools are too slow and not efficient enough to
handle large workloads which can led to less accurate results. So, to fill the gap between
this approach, ensemble approaches need to be followed and certain abilities of these
algorithms can lead to better prediction.

Apache Spark is a distribution engine for distributed computing on a cluster. Apache
Spark is very fast big data processing tool and is the enhanced version of Apache Hadoop,
it uses Resilient Distributed Datasets (RDD) which allows applications to store data in-
memory (Zaharia et al.; 2012). Spark provides its own machine learning libraries called
MLib which provide access to various machine learning algorithms.

So, based on our background study our research project addresses the question of
“Can Ensembling of different clustering algorithms improve the detection rate of intrusion
detection systems processed over Apache Spark?”

To accomplish the aforesaid aim the research study comprised with following object-
ives:

1. To train our classifier to achieve better prediction accuracy
2. To impose various clustering algorithms on our classifier
3. To compare K-means and Gaussian Mixture and check which is better
4. Apply Ensembling approaches to combine the obtained results and check whether

it improves the intrusion detection rate of our trained classifier
5. Compare the results

1.1 Paper Overview

This paper comprises of six sections, Section 1 contains the related information and
identified objectives about this project, Section 2 consists the background study related
to our topic and also identifies the research gaps among them, Section 3 consists of
the methodology which explains our research approach, Section 4 comprise of design
approaches used in this project, Section 5 evaluates the comparative study based on
results obtained and Section 6 concludes the paper with future work.

2 Related Work

Intrusion Detection is considered as security management system and can be used in ex-
posure of vulnerabilities and assessment of malicious network activities within a network.
Huang et al. (1999) presented a novel framework based on attack strategy analysis on
a large scale distributed intrusion detection. Deng et al. (2017) has said that it is very
important to control and prevent intrusions in accurate and timely manner with proper
detection and identification methods. Today cyber world is filled with vulnerabilities and



malicious users that can be exploited easily, there are many examples of such kind of
attacks like WannaCry Ransomware or Petya. Enache et al. (2017) suggest that as a
pool of data is gathered through various monitored devices there are chances that the
noise inside the data can negatively influence intrusion detection.So, to overcome these
challenges, they made a comparative study based on Feature selection methods wrappers
using swarm intelligence algorithms but their results were not satisfying enough as they
could not get the desired outcomes.

2.1 Machine Learning Approach:

Machine learning is widely used in classification of intrusions in IDS, many researchers
have conducted various experiments that tend to use machine learning algorithms to
analyze the patterns of attacks and then classify them as normal or malicious, similar
approach was followed by (Aygn and Yavuz; 2017) where they compared the perform-
ance of their anomaly detection model which was based on deterministic auto-encoder
where they used stochastic approach to discriminate normal and abnormal data, but
with their approach they could not improve the accuracy and eventually managed to get
88.28% accuracy which was similar to existing machine learning algorithms. Fast pro-
cessing of large scale network traffic data, to prevent intrusions is still a real challenge
of real time intrusion detection systems. Kulariya et al. (2016) did a comparison of vari-
ous machine learning algorithms such as Logistic Regression, Support vector machine,
Random forest, Nave Bayes and Gradient Boosted decision tree. To process the data,
they also used Apache Spark a big data processing tool, they tested the results based on
Accuracy, Sensitivity, Specificity, Training time and Prediction time, in their test they
found out that overall Random Forest performed better and Nave Bayes was the worst
when compared to other machine learning algorithms also it performed worse in terms
of Specificity which is also called as True negative rate i.e. it measures the proportion of
negative correctly identified.

Similarly Hsieh and Chan (2016) have carried a new way of DDoS detection systems
integrated with neural networks where they tested their system on Apache Spark in a
distributed mode, they also report that DDoS attacks seems to carry high volume of
network traffic, report suggest that in 2015 there were 8 attacks that exceeded 100Gbps
which made them very hard to detect. In their experiment they collected packets in the
form of Tcpdump and stored them in .pcap file which will be stored in HDFS, after that
they the data was trained and partitioned based on source and destination IP addresses
and then based on the results neural network was created for prediction of malicious
data, with their approach they managed to get 94% accuracy, but since they predefined
the features in the packets which can be a limitation since packets can have unexpected
features which can led to incorrect results and decrease performance in terms of accuracy.

To achieve further advancements in malicious IDS researchers are developing new al-
gorithmic approaches that can eradicate further enhancements. Pallaprolu et al. (2016)
propose a semi-supervised approach with the use of ensemble based label propagation
for detection of Remote Access Trojans(RAT) packets in unlabelled data. In their ex-
periment, they compare their approach with the traditional signature based intrusion
detection systems. They characterized the data that propagates labels and then clas-
sify them based on similarity of features i.e. they extract the unstructured data, then
train them and apply label propagation. Based on the above approach comparison is



made among two datasets and performance is calculated on basis of that. Their study
also shows that in-memory computing is more efficient when compared to MapReduce.
Apache Spark is enhanced version of Hadoops MapReduce and it is very efficient tool to
perform data analysis due to its wide support of data analysis algorithms and libraries.
Kumari et al. (2016) made the use Spark to analyse anomaly detection by the means of
K-mean clustering, where they explored the possible outcomes regarding how clustering
can be used to solve the malicious network flow data to be identified in a distributed
environment, in their experimentation they found that Sparks machine learning libraries
like MLib can be efficient tool in terms of getting results quickly and they can be easy to
use.

Intrusion Detection can be signature based or anomaly based, IDS are considered as
crucial factor when it comes to the security of virtual machines since they can be added
and removed dynamically. Therefore, it is important that IDS monitor the physical as
well as virtual network traffic. How to make use of algorithms in detecting intrusion is
a vast research area Zhang et al. (2017) make use Immune clone algorithm in network
intrusion detection where, they compared the immune system to computers immune
system and based on adhoc features they determined the results. Bjerkestrand et al.
(2015) also did an evaluation on feature selection and reduction algorithms where they
came to know that different algorithms chose different attributes and they also trained
the dataset to select only those attributes that are selected by FSAs to test the accuracy,
by their evaluation they manage to get in faster decision and less of storage. Shah et al.
(2016) presents a similar approach having used the SSPLR (Structural Sparse Logistic
regression) technique to eliminate the unwanted or irrelevant features in this experiment
they have proposed two techniques first one is to select individual features with SSPLR
and then compare them with different classifiers by their study we came to know that by
removing irrelevant features we can significantly improve the intrusion detection accuracy.

2.2 Research Scope

Following are the research scope that can be derived from the background study:
1. To Handle Large Scale Network Intrusions: Most of the application generate large

volume of data that makes it prone to intruders so, proper handling of such malicious
attacks needs to be done.

2. Accurate Attack Detection: Network attacks can have many forms but it is very
necessary to analyze these attacks and identify them as correctly as possible.

3. Fast Detection: Since there are many systems which are interconnected they can
generate heavy network traffic, recent advancements in infrastructure has enabled the
systems to receive substantial number of incoming packets so, it is necessary to have
framework for faster detection of these intrusions.

4. Scalability: Intrusion Detection System should be scalable enough to monitor
heavy and dynamic load.



2.3 Summary of Related Work

Study Purpose Main Findings

Huang et al.
(1999)

To gain insights on
how IDS works

Novel Framework based on attack
strategy analysis on large scale
distributed intrusion detection

Tavallaee et al.
(2009)

Information about
KDD99 data set

All the necessary information re-
lated to data set like number of
records, types of attacks and fea-
tures were obtained

Pallaprolu et al.
(2016)

Ensembling Methods Semi-supervised approach with
the use of ensemble based label
propagation for detection of RAT
packets in unlabeled data.

Bjerkestrand
et al. (2015)

Feature Selection Al-
gorithm

Evaluation on different feature se-
lection and reduction algorithms
to train and extract relevant fea-
tures from data set

Kumari et al.
(2016)

K-means Anomaly
Detection

Made use of Spark MLib to effi-
cient analyze anomalies using K-
means clustering

Kulariya et al.
(2016)

Machine Learning Al-
gorithm

Made use of various machine
learning algorithm testing accur-
acy, sensitivity, training time and
prediction time

Zaharia et al.
(2012)

Apache Spark Archi-
tecture

Functioning of Spark, working
with RDD’s

Table 1: Literature Review Summary



3 Methodology

Following figure depicts the various approaches which are going to be carried out to test
our IDS classifier

Figure 1: Design Approaches

4 Implementation

Data Loading:

This process will involve taking a dataset in our case the NSL-KDD1 data set and
load it for further processing. For processing the data set we are going to use PyS-
park with scikit and Mlib as other additional libraries. The dataset is divided into
two parts train and test with 80% and 20% respectively.

One Hot Encoding:

One Hot Encoding is a categorical representation of data which is represented in
the form of binary vectors. It can be the process of mapping the categorical values
to the integer values, where each integer value is marked as a binary vector. We
have used this technique just to make our classifier to be more expressive, since
many machine learning algorithms are not good at dealing with categorical data
directly.

1https://github.com/defcom17/NSL-KDD



Feature Selection:

Feature selection is very important when it comes to improving the efficiency of
machine learning algorithms, as most of data may be redundant or irrelevant so, it
is very crucial to identify which data to work upon. Feature selection algorithm can
be used to remove these redundant or irrelevant features from the data and process
only those features which are identified as relevant. The NSL-KDD dataset contains
three types of features: Numeric, Nominal and Binary features, upon which nominal
features are represented with 2, 3 and 4 while binary features are represented with
7, 12, 14,15, 21, 22 respectively and rest of the features are of numeric type.

Type Feature
Nominal Feature Protocol type, Service Flag
Binary Features Land, logged in, root shell, su attempted, is host login,

is guest login
Numeric Features Duration, src bytes, dst bytes, wrong fragment, urgent,

hot, num failed logins, num comprimised, num root,
num file creations, num shells, num access files,
num outbounds cmds, count, srv count, ser-
ror rate, srv serror rate, same srv rate, rer-
ror rate, srv rerror rate, same srv rate, diff srv rate,
srv diff host rate, dst host count, dst host srv count,
dst host same srv rate, dst host diff srv rate,
dst host same src port rate dst host srv diff host rate,
dst host serror rate, dst host srv serror rate,
dst host rerror rate. Dst host srv rerror rate

Table 2: List of Features in NSL-KDD

There are various feature selection algorithm available such Correlation based fea-
ture selection (CFS) which is based on feature classification and from that finding
the relevant feature correlation, another one is Information Gain (IR) based features
selection in which feature evaluation is done on basis of information gained with
respect to the appropriate classes. Subset or alternative to information gain ratio
is Gain Ratio (GR) which is designed to overcome the difficulties in Information
Gain by selecting the features having substantial number of values.

Based on our study we are going to use Feature selection based on Attribute Ratio
(AR) as proposed by (Sang-Hyun and Hee-Su; 2014). The NSL-KDD dataset which
has three classes i.e. Nominal, Binary and Numeric which will be used to take the
average of attribute and frequency for each class and then calculate the attribute
ratio from numeric and binary type. Attribute Ratio is calculated as follows

AR(i) = MAX(CR(j)) (1)

In which Class Ratio (CR) is an attribute, which is taken as the ratio of each class
for the Attribute i. Class Ratio is calculated for both numeric and binary as follows

CR(j) =
AV G(C(j))

AV G(Total)
(2)



Clustering Approaches:

Clustering can be stated as the task in which a set of objects having similar set of
attributes can be grouped together and form a cluster with those objects. Clusters
can be classified as Hard and Soft Clusters.

(i) Hard Clusters : Hard Clustering refers to that type of clustering in which every
data point either completely is a part of cluster or not.

(ii) Soft Clusters : In Soft clustering, the data points are assigned based on the
probability of them existing in that cluster

In this research, we are going to use K-means and Gaussian Mixture Clustering and
then train them using Random Forest Classifiers

• Random Forest Classifier: This approach implements random forest classi-
fiers on both sets of clustering i.e. K-means and Gaussian Mixture Clustering,
since based on background history this algorithm is highly effective and com-
putationally efficient (McElwee; 2017).

• K-means Clustering: K-means is an iterative and unsupervised cluster-
ing algorithm in which data is clustered into k number of clusters having a
fixed priority, the process involves defining the k centroids for each cluster the
placement of these centroids should be done carefully as different results can be
obtained based on various locations. The algorithm is composed of following
steps:

(i) Specify the desired number of clusters

(ii) Assigning the object to every cluster randomly

(iii) Then compute cluster centroids

(iv) When all objects are assigned then re-compute the assigned K centroids

(v) Repeat the steps 3 and 4 until centroids no longer can improve, this will
lead to separation of data points into groups from which we can calculate the
minimized metric.

• Gaussian Mixture Clustering: Gaussian Mixture is model based on prob-
ability that works on assumption that all the data objects are result of the
mixture of finite number of Gaussian distribution usually having unknown
parameters. It is also continuous model based approach, where every cluster
is represented as a Gaussian and the entire data set can be combination of
mixture and component distribution.

Supervised Approach:

Since we used K-means and Gaussian Mixture for unlabelled data and trained
random forest classifier on them, the next approach involves training random forest
classifier on labelled data. In this approach, we are going to train our classifier on
each of the four major attack categories i.e. DoS, Probe, R2l and U2L attacks.
After classification of these attacks we are going to implement feature selection
algorithm based on attribute ratio.



Ensembling Approach:

This approach involves combining all the trained classifiers and compare them and
find out which classifier performs better. Ensembling techniques consists of bag-
ging, boosting and stacking which contributes significantly in merging of underlying
classifiers. Ensemble approaches are known for efficient performance compared to
single classifiers.

Bagging involves building multiple data models of same type from different sub-
samples of data, while boosting involves building multiple but same type of data
models which can be trained for better prediction of errors and stacking consists of
building multiple data models mainly of diverse types and train them so that they
can learn to combine the best predictions of data models.

4.1 Big Data Tools and Libraries:

In this project, we have used Apache Spark which is an in-memory bigdata processing
tool, it is also considered as the extended version of Apache Hadoop. Spark makes use of
Resilient Distributed Datasets (RDD) to perform in memory operations in fault tolerant
manner (Zaharia et al.; 2012), to add further Spark makes use of transformations and
actions with operations like (map, filter, join) to be performed on data. To do data
analysis on the dataset we have used PySpark which is a python version of Apache Spark
and to perform machine learning we have use Mlib and scikit, which are machine learning
libraries available open source.

Figure 2: Apache Spark Architecture

4.2 Overall Process

To conduct our experiments, we are going to use NSL-KDD dataset as our test dataset,
we are going to load the dataset and apply various approaches and then gather the result
of those approaches and compare them with one another.



The first step involves loading of dataset, after loading the data we are going to split
the data in two parts, one part will be test data and second part will be used for training
the classifier. As NSL-KDD contains several types of attacks but all of them are unlabelled
so it is very important to label them to analyse them in future. For that purpose, the
connections are divided into classes i.e. normal and attack we have categorized these
attacks into the types of attacks they specify then all the attacks are grouped under four
categories DDoS, Probe, R2L, U2R.

After training the data we will apply One Hot Encoding (OHE) to the dataset just
to make the categorical representation to be more expressive, it is also necessary because
many machine learning algorithms cannot work properly with categorical data directly.
Then we are going to apply feature selection using attribute ratio. Sang-Hyun and Hee-
Su (2014) has proposed using attribute ratio for large scale data, based on their study
they found out that other feature selection algorithms like Correlation based, Information
based or Gain based are inefficient for large scale data. After this the data is splitted
into train and cross validation sets making it 80% and 20% respectively.

The first approach involves the clustering of data, this will be carried out by using K-
Means and Gaussian mixture clustering. In K-Means clustering we plan to make clusters
of data and then train Random Forest classifier for every clustered data. The next idea is
to cluster data using Gaussian Mixture clustering and train them using Random Forest
Classifiers, these two classifiers can be combined to improve performance.

The second approach involves using Supervised approach for detecting all types of
attack individually here we will apply Random Forest Classifier for four of the attack
categories i.e. DDoS, Probe, R2L, U2R after that all the obtained results will combined
and then we can test how many intrusions have been classified as an attack.

The third approach involves Ensembling and Stacking all the results obtained from
previous approaches, this process involves Linear combination of all models and using
Logistic Regression and Random Forest Classifier we will make the predictions, to add
further we will stack all the obtained results and see which classifier performs best.Below
diagram represents the stages of mining the data, the Spark RDD’s are converted into
Pandas Dataframe and then we have used machine learning libraries on those dataframes.

Figure 3: Data Mining Stages



5 Evaluation

5.1 Experiment Setup

To conduct our experiments, we have used Amazon AWS EC2 t2.xlarge instance running
on 64-bit Ubuntu Server 16.04 LTS with 4 vCPUs and 16 GB of memory. For data
processing, we used Standalone Apache Spark 2.1.1 with PySpark, for machine learning
libraries we have used scikit and MLib. We ran our classifier on 8 different threads
running on AWS instance.

5.2 Data Set:

To test our approaches, we have used NSL-KDD2 and KDD99 dataset. KDD99 data
set contains total of 4 million record counts, the data set is divided into train and test
data containing of 4898431 record count in training and 311029 record counts in testing
data set. The dataset is splitted into test data which consists of 22544 records and
train data consists of 125973 records which makes it affordable to train the IDS classifier
and conduct experiments The records in the dataset are categorized into four types of
intrusion attacks like DDoS, R2L (Remote to Local), U2R (Unauthorized Access to Root)
and probing attacks (Tavallaee et al.; 2009). Each connection is identified as normal or
attack.

5.3 Advantages of NSL-KDD over KDD99

The NSL-KDD data set is considered as the enhanced version of KDD99 dataset 34. The
NSL-KDD dataset does not include any redundant or duplicate records in train data
making it less biased towards more frequent records. There are no duplicate records in
test set either so the overall performance of classifier are not biased on methods having
good detection rate on frequent records. The number of records in train and test data
are reasonable to perform tests thus making it consistent and comparable.

5.4 Approach Evaluations:

Since the data set is unlabelled we labelled the data so that it will be easy for pro-
cessing, we grouped the data into two types normal and attack, out of which attacks are
categorized as DoS, Probe, R2L and U2L

The below tables specify the number of attack and normal count that are present in
the data set.

2https://github.com/defcom17/NSL-KDD
3http://www.unb.ca/cic/research/datasets/nsl.html
4http://kdd.ics.uci.edu/databases/kddcup99/task.html



Labels Count
Normal 67343
Attack 58630

Labels Count
Normal 9711
Attack 12833

Labels Counts
Normal 67343
DoS 45927
Probe 11656
R2L 995
U2R 52

Table 3: Train Data

Labels Counts
Normal 9711
DoS 7458
Probe 2754
R2L 2421
U2R 200

Table 4: Test data

For proper demonstration we have visualized the data by using Principle Component
Analysis (PCA) following are the results. The first plotted graph shows the normal vs
attack counts, the red one specifies the normal connection while grey ones are attacks,
while second one represents the four different types of attack vs normal connections

Figure 4: Normal vs Attack Connections

Figure 5: Types of Attacks vs Normal Connections



5.5 Results of K-means and Gaussian Mixture Clustering using
Random Forest Classifier:

In this approach, we applied K-means clustering and Gaussian Mixture using Random
Forest Classifier, to do this we have divided the clusters into 8 centroids and the first
category contains the attack and normal connection having more than 25 connections,
while second category contains all the clusters and mapping of attack and normal con-
nections is done based on majority. Then we train Random Forest Classifier on each of
the clusters.

Clusters Time Taken
Cluster 0 15.46 sec
Cluster 1 2.681 sec
Cluster 2 15.72 sec
Cluster 3 153.587 sec
Cluster 4 4.69 sec
Cluster 5 16.21 sec
Cluster 6 1.31 sec

Total 209.680 sec

Table 5: K-means Cluster Time

Clusters Time Taken
Cluster 1 3.317 sec
Cluster 4 118.179 sec
Cluster 5 51.958 sec
Cluster 6 9.87 sec
Cluster 7 7.95 sec

Total 191.289 sec

Table 6: Gaussian Mixture Cluster Time

Table 3 and 4 represents the time taken to train each cluster, by looking at the table
we come to know that the training time taken by Gaussian Mixture clusters is less than
K-means clusters



5.6 Performance Matrices Classification:

After clustering the data, we have measured the accuracy of both algorithms, accuracy
is calculated based on certain parameters like True Positive (TP) and True Negative
(TN) in which the attacks or normal connections are identified correctly and another one
is False Positive (FP) and False Negative (FN) which specifies the attacks and normal
connections identified incorrectly.

a. Prediction Time specifies the time taken by algorithm to make prediction of whole
data set classified as normal or attack

b. Accuracy specifies that how accurately the classifier has identified the connection
as normal or attack. It can be measured as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

c. Where detection rate is calculated as:

TP

TP + FN
(4)

Below are the results that we calculated based on above mentioned parameters



False
Alarm
Rate

Detection
Rate

F1 score Accuracy Prediction
Time

K-means 14% 97% 0.93 92% 16.67 sec
Gaussian
Mixture

14% 94% 0.92 90% 23.39 sec

Table 7: K-means and Gaussian Mixture Test Data

False
Alarm
Rate

Detection
Rate

F1 score Accuracy Prediction
Time

K-means 0.0011 99% 0.99 99% 17.96 sec
Gaussian
Mixture

0.00045 99% 0.99 99% 22.40 sec

Table 8: K-means and Gaussian Mixture Train Data

Figure 6: Clustering on Train Data

Figure 7: Clustering on Test Data

In our experiments, we see that K-means achieves the overall accuracy of 92% on test
data while achieving 98-99% on train data which is better than that of Gaussian Mixture
which manage to achieve 90% on test data and around 98-99% on train data with 14-15%
False Alarm Rate, however when it comes to prediction time we observed that K-means
performed better than Gaussian Mixture in both training and test data set, taking less
time for making predictions.



5.7 Analysis of Supervised Approach:

Our first approach involved testing two clustering algorithms together, in second approach
we are going to train Random Forest Classifier on each of the attacks separately and then
combine them and check the accuracy. The below table portrays the total count of normal
connections and number of different attack counts.

Attack Type Counts
Normal 54015

DoS 36735
Probe 9271
R2L 782
U2R 37

Table 9: Attack Counts

False
Alarm
Rate

Detection
Rate

F1 score Accuracy Prediction
Time

DoS 0.0088 77% 0.92 89% 11.69 sec
Probe 0.00224 60% 0.71 90% 6.29 sec
R2L&
U2R

0.00020 76% 0.14 78% 6.20 sec

Combined
Results

13% 91% 0.93 90%

Table 10: Results on Different Attack Types

Figure 8: Clustering on Test Data

In this approach we identify each attack separately by doing so the accuracy achieved
in identifying the DoS attacks on test data set is around 89-90% with detection rate of
77% and with Probe type of attacks we get an accuracy of 90-91% and detection rate
of around 60% while testing R2L and U2L type of attacks the classifier achieves the



accuracy of 78-79% and detection rate of 76% but when it comes to prediction time DoS
takes more time compared to others, the reason behind this could be more number of
DoS attacks present in dataset compared to Probe, R2L and U2L. However, when we
combine all attacks together the classifier achieves accuracy of around 90-91%

5.8 Analysis of Ensembling Approach:

In this approach, we have tested our classifier using Logistic Regression and Random
Forest Classifiers for this purpose we have made use of scikit libraries which has in build
functions to perform these operations. Following are results obtained from our tests

False
Alarm
Rate

Detection
Rate

F1 score Accuracy Prediction
Time

Logistic
Regression

0.15 99% 0.93 92% 32.77 sec

Random
Forest
Classifica-
tion

0.16 99% 0.93 92% 28.34 sec

Table 11: Logistic Regression and Random Forest on Test Data

Figure 9: Logistic Regression and Random Forest Test Data

Detection Rate Accuracy Prediction Time

Logistic Regression 99% 91% 174.77 sec
Random Forest Classification 99% 91% 138.34 sec

Table 12: Logistic Regression and Random Forest on KDD99

Our classifier manages to achieve same accuracy of 92% among both algorithms while
detection rate is also similar,while we get False Alarm rate of 15-16% for both algorithm
the only difference we see is in terms of prediction time, Random Forest took less time
approximately 29 seconds compared to Logistic Regression which took around 10 seconds



more. When we ran our test on entire KDD99 data set both algorithm performed well just
having difference in prediction time, this comparison was made to justify our selection
of Random Forest, as Logistic Regression are good with linear data and cannot handle
categorical (binary) data properly and they are not good enough with large amount of
data.

False Alarm Rate Detection Rate F1 score Accuracy

Overall 0.16 99% 0.93 92%

Table 13: Overall Performance

The overall performance of the classifier has been tested by combining all the ap-
proaches together and then determining which performs the best among them. So, with
ensembling approach our classifier manages to achieve 92% accuracy and around 99%
detection rate which is higher compared to previous approaches.

6 Conclusion and Future Work

In this paper, we have successfully tested various intrusion detection approaches in which
K-means and Gaussian Mixture model demonstrate a stochastic approach when it comes
to detecting network traffic based anomalies, apart from that we also trained our classifier
to detect individual types of attack using feature selection algorithm. To add further, we
ensembled all the approaches and compared the results. All these things are processed on
Apache Spark which provides fast data processing, all the experimentation was carried
on NSL-KDD dataset.

Based on our experimentation we found out that in first approach K-means performed
better than Gaussian Mixture achieving accuracy of 92% on test data and detection
rate of 97%, in second approach our classifier managed to achieve 90% accuracy and in
ensembling approach the overall accuracy was around 92% but when it comes to detection
rate we managed to achieve 99% which was higher than both the approaches.

So in conclusion, we can say say that ensemble approaches are more accurate in de-
tecting network intrusions compared to individual approaches.

Future works involves testing intrusion detection with different clustering algorithm
in a distributed environment, some researchers have also suggested various techniques for
intrusion detections based on neural networks. So, testing some of these techniques on
self-collected TCP dumps can be a point of interest.
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