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Abstract

The unpredictable nature of seizures poses a risk to patients with epilepsy.The
aim of this study is to predict epileptic-seizures from EEG/MRI signals and patient-
medical history by using machine-learning classifiers. The dataset is collected from
NRS Medical Hospital, India, and comprises patients EEG/MRI findings, details
of convulsion and type of seizure disorder. Although many studies have been per-
formed to classify seizures based on para-clinical evidence obtained from conven-
tional MRI and EEG, very little work had been hitherto done to characterize vari-
ous types of seizures by taking into consideration associated clinical factors such
as concomitant diseases, impaired-ADL, etiology of seizures, drug/alcohol abuse
and family-history. This paper presents a supervised machine-learning approach
that classifies seizure types (partial and generalized) using a dataset containing
150 records. In this paper, multiple machine learning techniques are applied and
their performance is examined. The impact of feature engineering and parameter
tweaking are explored with the objective of achieving superior predictive perform-
ance. Out of the various machine learning algorithms used, namely ANN,kNN and
Random Forest, the the kNN classifier showed the best results (90% accuracy and
87% sensitivity). The model is evaluated on the testing data by using k-fold cross
validation. The study will help clinicians to make diagnosis of epilepsy and initiate
timely treatment; also, it will help a primary physician to decide the next step
without the intervention of a trained neurologist.

Keywords- Seizure; machine learning; cross-validation; performance metrics

1 Introduction

The aim of the research is to classify Seizure disorder patients as high or low risk and
partial or generalized using MRI/EEG scans and patient medical history from a high di-
mensional dataset using machine learning approach to aid early treatment, thus reducing
morbidity in remote places where neurologists are not easily accessible. The risk of devel-
oping epilepsy is more common in elderly than the young, causing premature mortality.
There are no anti-epileptic drugs that can cure seizure disorder. Seizure Analyses are
primarily performed on EEG and MRI. An epileptic seizure can be classified into partial
and generalized seizure. Partial seizure starts in one area of the brain while generalized
seizure occurs in both hemispheres of the brain.
The paper presents and evaluates machine learning approach for constructing patient-
specific classifiers that detect the onset of a seizure disorder through analysis of the EEG
and MRI scan as well as previously unexplored but highly relevant clinical parameters.
The challenge is to identify features to separate seizure disorder from other types of
brain activity and implement an appropriate machine learning framework as proposed
by Ghiassian et al [4]. Diagnosing seizure disorder in the early curable stages is very
important and can save the life of a patient. Machine learning can help physicians in the
time-consuming diagnosis tasks. In the Third World or remote places, such technology
could help in early diagnosis especially where doctors are often not available or over-
worked. Machine learning paradigm will help physicians to make near-perfect diagnoses
as well as help in cost reduction and optimization on a societal level, as it pertains to
lack of preventative care and resource utilization. The machine learning algorithms were
cross-validated to estimate how accurately a predictive model performs in practice on an



independent unknown data set to limit the problems of overfitting. This exciting devel-
opment has huge potential and can be considered as a valuable tool to predict results
before performing real laboratory experiments, thus saving labour, time and cost. This
paper explores whether the combination of several classifiers can improve the results on
classification of seizure disorder. The objective of this study is to identify the factors,
which facilitate the diagnosis of epilepsy and classify the seizure types.
The number of clinical studies showing evidence of symptoms before seizures is very lim-
ited and thus there is little existing literature that systematically illustrates all the factors
that can be taken into consideration for building predictive models in machine learning
for seizure classification. Also there is limited training data for epileptic seizures which
can be a major challenge.
We analyzed data over 6 months for 150 patients with partial and generalized seizures
from NRS Medical Hospital, India with baseline clinical and demographic data. This
study uses Random Forest (RF), K-Nearest Neighbors (kNN), and Artificial Neural Net-
work (ANN) to predict the seizure types. The study aims to evaluate different algorithms
used and compares the performance of each model. A comprehensive classication of
seizures has been described based on feature extraction of high dimensional EEG signals.
However, to the best of our knowledge, a classication of seizures by type (i.e. General-
ized vs. Partial) using diagnostic scheme and the clinical characteristics have not been
performed.
For this study, Cross Industry Standard Process for Data Mining. (CRISP-DM) method-
ology is used. This paper reports all details of conducted study in the following sections.
Section I gives the introduction of the whole work. Section II explores the existing re-
lated works in the area, especially that which has been used in various contexts of this
research. Section III describes the methodology used. Section IV provides the details of
implementation of the modeling work. Section V includes the evaluation and Section VI
gives the conclusion and future work.

2 Related Work

The study of electrical activity in the brain through the EEG is one of the most important
tools that helps the doctors in making decisions about treatment and diagnosis of neuro-
logical disorders. The physician has to evaluate a number of factors from the current test
results to previous decisions made on other patients to diagnose the epileptic seizure of a
patient. In this crucial step, a physician may need an accurate tool that can help him to
list the previous decisions made on the patient having the same factors. In recent years,
a number of studies have been carried out to determine the risk factors associated with
seizure recurrence. In a research article Phabphal et al[14] studied 278 patients older than
65 years with first seizure; they found that etiology and abnormal EEG features were the
significant factors for seizure recurrence whereby mood disorder, sleep deprivation and
stroke were the common co-morbidities. The multivariate regression analysis carried out
for this study showed that age, sex and antiepileptic drugs were not significant factors
for predicting seizure recurrence.

Andrews et al as well as Kotsopoulos et al [2, 9], conducted other studies. The one
by Andrews et al was for a sample of 83 patients with uncontrolled seizures using dis-
criminant analysis. It showed earlier onset age and higher seizure frequency were the two
factors which predicted difficulty in controlling seizures. A similar research by Lacombe



et al [10] was conducted to characterize the distribution of seizure types on 104 horses
presented for seizure disorders and to characterize the various types of seizures by identi-
fying associated clinical factors. Seizures were then classified based on seizure types and
accepted definitions in both human and animal epileptology. The univariate and mul-
tivariate logistic regression analyses were done and significant associations were found
between seizure type and gender, frequency of seizures and presence of seizures during
hospitalization. However, the findings suggested that seizure type was not significantly
associated with etiology and that the clinical presentation was independent of the under-
lying disease. In a similar study conducted[12] on 792 patients (humans) at the time of
their first diagnosis of epileptic seizures was undertaken to identify the factors presenting
prognosis of epilepsy. The study revealed that the number of seizures in the early phase
of epilepsy is the single most important predictive factor for both early and long-term
remission of seizures.
The paper by Graves et al[5] discusses the risk factors associated with febrile seizures.
This risk is increased in patients younger than 18 months and those with a lower fever,
short duration of fever before seizure onset, or a family history of febrile seizures. Gotman
proposed a system for automatic recognition of inter-ictal epileptic activity in prolonged
EEG recordings using a spike and sharp wave recognition method. Extensions to this
work are presented in Kofer and Gotman [8], Qu and Gotman [15], while recent works
have focused on the use of functional magnetic resonance imaging (fMRI)and the correl-
ation between cerebral hemodynamic changes and epileptic seizure events visible in EEG
[11].
The results from the study by Shoeb at al [17] used a SVM classifier on EEG record-
ings from 24 subjects to distinguish between seizure and non-seizure with a classification
accuracy of 96% for sensitivity with a false positive rate of 0.08 per hour using the CHB-
MIT database. In a similar study five records were evaluated from CHB-MIT dataset
containing 65 seizures by using a linear discriminant classifier[7]. The overall accuracy
was 91.8%, the sensitivity was 83.6%, and specificity was 100%. [20] This paper used
the Fuzzy Sugeno classifier which achieved 98.1% for overall accuracy. The FRE data-
set research by Acharya et al [1] proposed a seizure detection system to train a neural
network where 21 seizure records were used to train the classifier and 65 were used for
testing with 94.9% accuracy The EEG can provide information to nd the patterns to
the inter-ictal epileptiform discharges about the brain location where the abnormality is
created and can be used to identify type of seizure disorder syndrome. The paper by
Doescher et al [3] discusses the relationships between MRI and EEG findings.As part of
an ongoing prospective study with 181 children (90 girls and 91 boys) with new-onset
seizures, the association between EEG and MRI abnormalities are being explored. Of
the 50 children with a normal EEG, however, 21 (42%) were found to have an abnormal
MRI.The limitations of the study was the relatively small sample size but nevertheless
the findings indicate that a normal EEG does not reliably predict a normal MRI with
first seizures.
The findings indicate that EEG results are not the only good indicators of seizure dis-
order, and MRI results should be taken into consideration for further clinical findings.
Machine Learning provides algorithms and techniques that can help solving diagnostic
and prediction of disease progression in a variety of medical domains. There is a lot of
scope and ongoing work for applying machine learning in medical diagnosis in specialised
diagnostic problem. Medical diagnostic reasoning is a very important application area
of computer-based systems. This paper provides an overview of the reliability of the



decisions of classifiers for seizure disorder in the development of intelligent data analysis
in medicine, from a machine learning perspective. The paper also discusses the approach
to which machine learning algorithm can be used to classify seizure disorder; this can
be especially difficult to diagnose accurately in clinical practice scenarios. This field of
medical science is of utmost importance to researchers and data scientist to verify some
unexplained phenomena in neurological disorders which is not yet approved by orthodox
medical community, but could play an important role in the future in overall medical
diagnosis and treatment.

Another study of inter-cranial EEG by Nigam et al [13], demonstrated that windowing-
technique positively impacts classification performances.

A study of related risk factors focusing on early and late onset of seizures particularly
in the aftermath of a stroke by Wang et al [18] demonstrated that late seizures are
associated with cortical involvement, thus making them a high-risk factor in a post stroke
seizure. However, the caveat is that this was a retrospective study and therefore, it’s
utility in predictive classification remains limited.

Senanayake et al [16] study considers etiological factors like meningitis, febrile seizures,
genetic factors, head-injuries as a pre-disposing trigger for seizures, some of which have
also been considered in the present work.

3 Methodology

This project is structured around the Cross Industry Standard Process for Data Min-
ing (CRISP-DM) framework. CRISP-DM is a comprehensive data mining and business
process model that breaks down the life-cycle of a data mining project into six phases
thereby providing a complete blueprint for conducting a data mining project.

A. Development of the project

Figure 1: CRISP-DM Methodology



As shown in Figure 1, the development will follow the six main stages below, in
accordance with the CRISP-DM regime we have presented. Epilepsy is a common neur-
ological disorder and occurs when many nerve cells fire simultaneously in the brain -
leading to seizures. It affects around 50 million people in the world. So application of
machine learning to seizure prediction could help doctors save lives of the patients. By
drawing insights at the similarities and differences between a large sample of patients
clinical cases help doctors in their diagnosis of the seizure types which depends on several
factors including the frequency and severity of the seizures and the person’s age, overall
health, and medical history. An accurate diagnosis of the type of epilepsy is also critical
to choosing the best treatment. This will be beneficial for both medical practitioners and
patients won’t have to undergo unnecessary treatments that do not lead to a cure.
We formulated the prediction task by translating the business questions to data mining
goals and specified the data mining problem type (classification, prediction, clustering,
etc.). Since the project deals with the objective of predicting if the seizure is partial or
generalized based on 16 extracted features, including Etiology of seizure, Concomitant
diseases, EEG, MRI, patient medical history etc., the problem is defined as a classifica-
tion problem. Next an initial assessment of tools and techniques to be used is evaluated.
The data is acquired from the NRS Medical Hospital repository and initial data prepara-
tion tasks were carried out. This task included the distribution of key attributes (target
attribute for prediction task) relationships and statistical analysis. Since the success of
machine learning depends on how the data is presented the process of feature engineering
is applied based on domain knowledge and dataset attributes to transform the raw data
into features that can better represent the underlying problem to the predictive models,
resulting in improved model performance on unseen data. The details of feature engin-
eering process are discussed in the implementation part.
Next, appropriate bar charts, histogram, and correlation were explored to indicate the
data characteristics that suggest interesting insights from the data subsets. The data
quality was addressed, like imputing missing values and rectifying errors in dataset to
further proceed with the next step for exploration. The dataset from the data prepara-
tion phase was used for modelling the major analysis work of the project. This task also
includes transformation of values for existing attributes. We first attempted PCA for
dimensionality reduction but it did not provide any improvements for our model. The
correlation between the attributes are limited and the original feature set is well-designed.
As the first step in modelling a specific modelling technique was studied since we have
already selected a tool (R) during the business understanding phase. We implemented
three different machine learning algorithms on the dataset, ranging from Random Forest,
K-Nearest Neighbors and Artificial Neural Network. To overcome the problem of over-
fitting we have performed 5-fold cross validation and build the models on the training
data and tested on the test data as suggested by Wolpert [19]. We plotted the variable
importance from RF and concluded which variables have a significant importance in the
model. The model evaluation was done by various performance measures that will make
predictions by the trained model on the test dataset as proposed in Hothorn’s work [6].
For the purpose of our model evaluation, metrics of prediction performance are used
including Accuracy, Recall (Sensitivity), and Specificity. In the end of the project, the
final report is prepared with a comprehensive presentation of our data mining results
and any future scope of improvement. The performances of all the models are evaluated
and compared, with the aim of understanding which method provides the best perform-
ance. It should be brought into knowledge that different methods may be favorable over



one another in different business applications, depending on which performance metrics
should be focused in each business scenario. But for the scope of this project we have
focused more on accuracy of the model as discussed with the domain experts.

4 Implementation

A. Preparation and splitting of the data
The original data set has 150 observations with 16 fields including patient name and

age. A common challenge with nominal categorical variables is that it may decrease
the model performance. So we have used dummy encoding to represent one level of
categorical variable. Presence of a level is represented by 1 and absence is represented
by 0. For every level present, one dummy variable is created. The original raw data that
was collected from the hospital was in below excel format:

Figure 2: Seizure Disorder NRS Hospital Data



Figure 3: Seizure attributes Description

The raw data was collected and domain knowledge was gathered after discussing with
the neurologists to identify which features might be relevant. Accordingly feature engin-
eering was applied to reduce the complexity of the data and to yield high performance.
Dummy variables, also called Indicator Variables are useful to take categorical variable
as a predictor in statistical models. Categorical variable can take values 0 and 1.So we
converted all the categorical variables into numerical variables. We classified the EEG
signals wavelength as Slow, Sharp and Spike. The sharp wave is the transient, clearly
distinguishable from background activity with pointed peak at conventional paper speeds
and a duration of 70 milliseconds to 200 milliseconds (MS). The spike wave is same as
sharp wave but with duration of 20 MS to less than 70 MS. Poly Spike is the multiple
Spike discharge. The slow wave is classically same as spike but of higher amplitude than
the spike discharge. The CT Brain and MRI was coded as normal or not and concomitant
diseases were encoded with 7 binary dummy variables to indicate presence or not. Sim-
ilarly, the etiology of seizure was coded with 2 binary variables as primary or secondary
to indicate 0 or 1. Since the duration of the attack was coded as range of values so we
created 2 separate variables denoting the minimum and maximum duration which the
seizure lasted. Thus all the variables were encoded in binary and numerical values to



boost the performance when applying machine learning models. The patient demograph-
ics like Name, Age, Gender was removed from the dataset and feature engineering was
done as illustrated below: -

Figure 4: Feature Engineering of Attributes

For the ease of simplicity, the seizures were classified into Partial and generalized
though the original excel received from the hospital categorized the partial seizure types
into simple and complex partial seizure. But for the purpose of this study we have kept
it simple in terms of 2 categories as partial and generalized seizures. These two are our
target variables on which we applied the classifiers to predict the seizure types.
This study uses a K-fold cross validation and the data is divided into k subsets, and the
holdout method is repeated k times. Each time, one of the k subsets is used as the test
set and the other k-1 subsets are put together to form a training set. Then the average
error across all k trials is computed. The advantage of this method is that it matters less
how the data gets divided. Every data point gets to be in a test set exactly once, and
gets to be in a training set k-1 times. Since the dataset is small and computation time
was less K-fold cross validation is used to overcome the problem of overfitting.
For the purpose of this study we set the value of K as 5 and estimated the confusion
matrix for each of the 5 folds. The rationale of using K-fold cross validation is since
the test set is very small, so there will be a lot of variation in the performance estimate
for different samples of data, or for different partitions of the data to form training and
test sets when using random train/test spilt. K-fold validation reduces this variance by
averaging over k different partitions, so the performance estimate is less sensitive to the
partitioning of the data. By rotating through the partitions of data for training v/s
CV, it helps ensure that the resulting model end up selecting is well rounded and not
particularly biased towards the particulars of how the training data was split into training
and CV datasets.



A. Development of the project

Figure 5: The work flow of modelling

B.Implementation of machine learning models
1) K-nearest neighbor (KNN) method: the KNN model is performed in R with the

class library. KNN requires the input data be normalized in range of values. The values
of the 24 extracted features from the original data are scaled into the range between 0 and
1. The scaled data are then used for KNN modelling. Preliminary tests are performed to
tune the model and find the optimal value of k=9 for this study, and the same k value is
used for every run of KNN modelling for all the 5-fold cross validation.

2) Random forest (RF): RF is performed using the random forest package in R,
with mtry=10 and ntrees=200 selected from preliminary tests. The featured engineer
attributes are used as the input for this model. The variable importance from RF is
plotted.

3) Artificial neural network (ANN): ANN is performed with the neural net package
in R. It is good practice to normalize the data before training a neural network because
depending on dataset some times the algorithm will not converge before the number of
maximum iterations allowed. With the activation function as sigmoid, and one hidden
layer with 5 neurons, learning rate 0.1, the ANN is trained on the normalized data. By
setting a unique seed value before splitting the train set into five folds cross-validation
(CV) sets, or say five folds, the same row indexing for the five CV sets are used for all the
different models. The accuracy, sensitivity and specificity are calculated for each of the
five folds. CV allows the entire dataset to train and test one model/method, while being
able to have a reasonable idea of how well it will generalize so the mean accuracy and
standard deviation from 5-fold CV is estimated. By taking the mean we get an estimate of
our out-of-sample accuracy of both the mean and the variation of the performance metrics
of each model, with the aim of evaluating the average performance and the stability of
different models. D. Performance metrics evaluation of the models The prediction results
of the classifiers for each fold of the CV are presented in a confusion matrix and the
performance metrics of each of the models are compared against to evaluate the best
classifier.

5 Evaluation

A.Data Exploration results



Figure 6: Correlation Matrix

At this stage we explored the variables one by one to understand the central tendency
and spread of the variable. These are measured using various statistical metrics visualiz-
ation methods as show below. The correlation among the variables were studied but as
can be seen from the figure below there is hardly any correlation among the variables,
the highest correlation being .87 . We tried PCA to reduce the dimensionality but PCA
did not give any satisfactory results. Correlation matrix is used to highlight the most
correlated variables in a data table. In this plot, correlation coefficients is colored ac-
cording to the value. and degree of association between variables. The blue colored dot
represents positive correlation and red colored dot represents negative correlation.The R
corrplot package is used here. As can be seen from the histogram last attack days and
duration of attack attributes are highly skewed. The onset age is more or less normally
distributed.

Figure 7: Histogram



B.Modelling results
The Random Forest algorithm in R works on the Gini Index which is same as entropy

of information gain. It calculates the Gini based on probability of success and failure for
each nodes and sub-nodes and take the weighted Gini for each nodes. The node split takes
place based on Gini score. Since Random Forest works on growing multiple trees and
each time the attributes are selected randomly the forest chooses the classification having
the most votes over all the trees in the forest. The rationale of choosing Random Forest
is that in general RF is less biased than the decision tree model. So we expect better
accuracy when applying the model. Also random forest gives the variable importance as
illustrated in the table below. The information gain in the attributes depend mostly on

Table 1: Variable Importance in Random Forest

Attributes MeanDecreaseGini
Is Primary 7.35

Is MRI Normal 6.37
last.attack.days.back 2.49

Onsetage 2.37

the Etiology of seizure as primary or secondary, MRI and CT brain normal or not, the
last attack days back and the seizure onset-age. The Random Forest gave the second
highest in terms of accuracy and highest in terms of recall sensitivity among the models.

Table 2: 5-Fold CV Performance metrics in Random Forest

CV Accuracy Sensitivity Specificity
Fold 1 0.84 0.90 0.73
Fold 2 0.81 0.86 0.72
Fold 3 0.85 0.92 0.75
Fold 4 0.86 0.92 0.76
Fold 5 0.86 0.92 0.75
Mean 0.84 0.90 0.74

The average accuracy across the 5 folds is almost same with less variation. Since all
K repeats give nearly the same performance we can conclude there is less chance of the
model being over fitted.

ANN provide slightly worse performance with greater variation among different ways
of five-fold splitting of the training data set with the last fold giving 100% accuracy which
is not good for the model. But the mean accuracy of the 5-fold CV is almost same as
Random Forest. So there may be a possibility of overfitting while applying ANN model
for this dataset.

K nearest neighbours is the widely used classification technique which is easy to
interpret and low calculation time with good predictive power. To choose the optimum
value of K is a challenge. So we choose the value of K based on the training error rate
and the validation error rate as two parameters we to access on different K-value. The
error rate initially decreases and reaches some minima. After that point it then increases



Table 3: 5-Fold CV Performance metrics in ANN

CV Accuracy Sensitivity Specificity
Fold 1 0.75 0.75 0.75
Fold 2 0.87 0.87 0.87
Fold 3 0.68 0.75 0.62
Fold 4 0.87 0.90 0.80
Fold 5 1 1 1
Mean 0.83 0.85 0.81

with increasing value of k. To get the optimum value of K the training and test data
is segregated from the initial dataset and then the validation error curve is plotted for
the optimal value of K. This value of K is used across the 5-fold cross validation. In
our dataset we choose the value of K as 9. The selection of K determines how well the
model can be built to generalize the results of kNN algorithm and determine the efficacy
of the model. A large value of K may reduce the variance due to noisy data but develop
a bias due to which the learner tends to ignore the patterns which might give useful
insights. Since kNN works on calculating Euclidian distance of the data points so we
normalized the numeric data since the scale used for the values for each variable might
be different. The original variables have been feature engineered to set as numeric values
and normalized before applying the kNN algorithm to transform it to a common scale.
By tweaking the value of k we calculated the accuracy of the model and finally set k as
9 across the 5-fold cross validation to get the increased accuracy of the model.

Table 4: 5-Fold CV Performance metrics in kNN

CV Accuracy Sensitivity Specificity
Fold 1 0.81 0.75 1
Fold 2 0.93 0.87 1
Fold 3 0.75 0.75 0.75
Fold 4 1 1 1
Fold 5 1 1 1
Mean 0.90 0.87 0.95

We get the highest accuracy from kNN model though the last 2 folds may suffer from
overfitting since accuracy for last 2 folds came around 100%. But the mean accuracy
achieved in kNN is the highest among the models.

6 Conclusion and Future Work

The dataset for this study was limited to 150 patients with seizures, but it would have
been desirable to run the same test on a significantly larger dataset. However, it needs to
be noted that reliable and well maintained data on a narrow focussed clinical area such as
epilepsy, that too, from a machine learning point of view, is extremely difficult to source
due to issues such as patient confidentiality, unless the study itself has been initiated or



conducted by some major hospital or health board on its own accord.
How the model will perform on larger dataset can be a part of an ongoing or future study
to ratify the outcomes from this particular study. Whether or not the accuracy of 85% is
achievable on much larger datasets remains to be tested.Based on the discussion above,
two tasks may be carried out in future studies.First, more machine learning methods
including packed ensemble methods may be included as the level-0 models, in order to
see if stacked generalization can push further in the improvement of the model ensembles.
Second, more complex algorithms may be tested as the level-1 model, to understand how
the non-linearity in the level-0 predictions can be utilized for better prediction perform-
ance.This study can be extended further for any future work to classify other complex
type of seizures based on the clinical factors which are a major determinant of epileptic
seizures.
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